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Discussion

GTP-C protocol was introduced to allow control plane communication between 3GPP core network peer nodes. GTP-C messages can broadly be classified into the following categories:

a. Path Management messages e.g. Echo Request

b. Tunnel related messages with or without response e.g. Create Session Request, Delete Session Request, Modify Bearer Request etc

Although Rel-10 introduced the mechanism for (E)MM and (E)SM back-off timers, the mechanism is only helpful just before the onset of, or during the core network node overload. However, GTP-C protocol doesn’t provide any means to for a node to indicate its current load level to a peer node. Such a mechanism could prove beneficial in taking preventative actions such as alternate node selection or perform other actions such as the one described in section 6.1.3. E.g. if for a given UE, if the serving MME is aware of how overloaded a PGW is, then for a new PDN CONNECTIVITIY REQUEST from a UE to an APN, MME can ensure selection of an alternate PGW.
In other words, the following functional gaps with respect to GTP-C could use some improvement:

· Overload Protection
· Congestion Control

· Load Balancing

· Call Admission priority for Emergency calls 

· APN based maintenance
This contribution proposes to add to possible mechanisms of transferring node-level load information in GTP-C protocol for overload detection. 
Proposal

Propose to include the following in the appropriate subsection of the TR 23.843:

6.x
Solutions targeting GTP-C overload Indication

6.x.1
General

GTP-C protocol was introduced to allow control plane communication between 3GPP core network peer nodes. GTP-C messages can broadly be classified into the following categories:

c. Path Management messages e.g. Echo Request

d. Tunnel related messages with or without response e.g. Create Session Request, Delete Session Request, Modify Bearer Request etc

Although Rel-10 introduced the mechanism for (E)MM and (E)SM back-off timers, the mechanism is only helpful just before the onset of, or during the core network node overload. However, GTP-C protocol doesn’t provide any means to for a node to indicate its current load level to a peer node. Such a mechanism could prove beneficial in taking preventative actions such as alternate node selection or perform other actions such as the one described in section 6.1.3. E.g. if for a given UE, if the serving MME is aware of how overloaded a PGW is, then for a new PDN CONNECTIVITIY REQUEST from a UE to an APN, MME can ensure selection of an alternate PGW.

6.x.2
Solution 1: Inclusion of Effective Load Factor (ELF) in GTP-C messages

6.x.2.1 General Concept

This solution proposes how the ELF is communicated and used between different nodes. Although the description below is focused on GTPv2, the mechanisms indicated herein can easily be extended to GTPv1 as well.

To represent amount of load on a given node, we propose that there be a value called ‘effective load factor’ (ELF). The significance of the term ‘effective’ here is that a node takes all its relevant interfaces (external and internal) into account for computing its load. How a node computes its ELF is a mechanism left open to each of the node depending on its own implementation. Value of ELF will range between 0-100. Lower value of ELF means node is less-loaded/less-congested and is available for use. Value of 100 means the node is full and cannot take any more sessions. 

An illustrative example, if a PGW were to compute its ELF, it should consider all the factors that affect PGW operation, e.g. – Number of active PDN connections, Max number of PDN connections it can support, CPU load, memory availability, number of charging/accounting events it can handle, and/or ELF of PCRF (via Gx/Gy) or AAA (via S6b) that PGW comes to know etc. Please note that the last two suggestions are currently not realizable via existing IETF or 3GPP standardized protocols, however extensions to base DIAMETER protocol could allow communication of the same.

Number of active PDN Connections: 800

Max number of PDN connections supported: 1000

CPU Load:  20%

Memory:   50%

----------------------

PGW ELF (for APN which uses e.g. Gx): 90  (Because Gx related memory/processing_power has to be considered)

PGW ELF (for APN without e.g. Gx):       80 (Because of PDN connections percentage)

6.x.2.3 Nodes involved in exchange of ELF

The following table represents GTP nodes which participate in ELF communication along with their respective roles:

	Sending Node
	Receiving Node
	ELF value name
	Significance
	Receiving Node illustrative action(s) upon receiving ELF

	PGW
	SGW
	ELF_PGW
	ELF of PGW
	Forward to MME/SGSN

	SGW
	MME
	ELF_SGW
	ELF of SGW
	Alternate SGW selection or

NAS reject solution (section 6.1.3) or
?

	
	
	ELF_PGW
	ELF of PGW
	Alternate PGW selection or

NAS reject solution (section 6.1.3) or
?



NOTE: Similar constructs apply to SGSN and GGSN but aren’t depicted here for simplicity purpose.

Editor’s Note: It is FFS whether ELF information is to be exchanged between MME and SGSN. It is also FFS whether ELF information is to be passed downstream from MME/SGSN, and SGW to PGW/GGSN, and if so, then how could it be used. It is also FFS whether node-level ELF information is sufficient or granularity at the APN level is required.

6.x.2.3 Mechanism of ELF exchange between GTP-C peer nodes

Initial ELF values are proposed to be carried in all GTP tunnel related messages (request and response) or in GTP Path Management messages between MME/SGSN, SGW, and PGW. In addition, it is proposed that subsequent change(s) in ELF values (notification range could be configurable by an operator e.g. notify peer node of change in ELF if change is more than 5%) be carried over in GTP tunnel related messages (if a message is pending at the time of this trigger) or in GTP Path Management messages e.g. Echo Request/Response. 

It is proposed that inclusion of ELF within GTP-C messages across PLMN boundaries be an operator configurable setting.


The following call flow depicts how the ELF factor is transferred in session creation request:
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The following call-flows shows how ELF will be exchanged via periodic GTPv2 messages and the scenario where within a certain time interval if ELF drops by more than an operator configured percentage then how the updated information is propagated
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The GTPv2 Echo message is generally shared every 60 seconds or configured value as per operator policy. Additionally, system can be configured to report the change in load and capacity numbers if the change is beyond some predefined limit. For example, if the change in capacity is more than predefined value of 15% after the last Echo message exchange on SGW then SGW will initiate Echo message towards MME/SGSN immediately rather than waiting for next Echo message to share the load information with MME/SGSN.



6.x.2.3 Possible Action(s) at a GTP-C node upon reception of ELF

Once a GTP-C node has received another node’s ELF information, and an operator configurable threshold has been reached (e.g. if ELF_PGW > 75 THEN …) then the GTP-C node could perform a variety of (configurable) actions including but not limited to e.g. alternate GW selection or apply steps indicated in Section 6.1.3 etc.

A sample call flow for alternate GW selection is shown below assuming the MME ELF table looks as follows:

	IP Address
	ELF

	20.20.20.20 ( SGW-1)
	45

	30.30.30.30 ( SGW-2)
	70

	35.35.35.35 ( SGW-3 )
	80

	40.40.40.40 ( PGW-1)
	30

	50.50.50.50 ( PGW-2)
	10

	60.60.60.60 ( PGW-1)
	80
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1. MME receives the NAS: Attach Request.

2. MME does the NAPTR query to fetch the SGW and PGW corresponding to TAI and APN mentioned in the Initial Attach Request.  

3. DNS query could result in multiple SGWs and PGWs supporting the TAI and APN respectively. 

4. MME would select the SGW depending upon the least ELF_SGW numbers. For example, assuming that SGW-1 and SGW-3 would serve the TAC but SGW-1 would be selected since the ELF is less compared to SGW-3.

5. MME would select the PGW depending upon the APNName and least ELF_PGW. In the current example, PGW-2 could be selected since it has least load.

6.x.3
Solution 2: Inclusion of Load Level (LL) in GTP-C messages

6.x.3.1 Concept

This solution is very similar to that indicated in Section 6.x.2 except that instead of ELF, the GTP node includes an abstraction of its load level (LL) information in GTP-C messages as follows:

· 0 – Node is operating below Normal capacity (i.e. under-utilized)

· 1 – Node is operating at Normal level + accepting all call types

· 2- Node is about_to_be_overloaded. So, accepting all call types except low priority calls

· 3 – Node is about_to_be_overloaded. So accepting only high priority (eMPS) and emergency call types. No normal + low priority calls accepted

· 4 – Node is Overloaded. So, accepting only emergency calls

The advantage of this solution is that since LL information included is in an abstracted form it provides an absolute representation of the load e.g. Per solution in Section 6.x.2, if MME/SGSN receives ELF_PGW of 75 from PGW of Vendor X, and receives ELF_PGW of 75 from PGW of Vendor Y, and MME/SGSN is configured to perform some action (e.g. include EMM back-off timer towards UE) then additional configuration at MME/SGSN would be needed to distinguish between ELF from PGW (vendor X) v/s PGW (vendor Y) because ELF is calculated in an implementation dependent fashion.
One disadvantage of this solution is the lack of node-level load information which might render load-balancing of traffic slightly problematic.
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