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This paper proposes new logical functionality to further integrate IMS P2P CDS with CDNs through interworking and acting as a network peer content cache. 
Introduction

TR 23.884 currently includes the following requirements for the IMS P2P CDS:
-
The system shall support a content delivery function to distribute contents or content segments from the Content Source Server to the Content Cache Servers. 

-
The system shall support an interworking mechanism, which is able to utilize an enhanced existing CDN, to distribute contents or content segments from the Content Source Server/Origin Server to the Content Cache Servers/Edge Servers.

In traditional interactions between P2P systems and CDN, the CDN edge servers obtain the contents through a content acquisition and ingestion procedure from an external source, and act as the content sources for the P2P network. The CDN edge servers do not obtain content from peers in the P2P network.

This paper proposes further integration of P2P CDS and CDN(s). Allowing nodes in the P2P network to dynamically advertise content pieces available in the CDN, directly upload content pieces to the CDN, and redirect a peer to get content from the CDN, could altogether use the CDN for more efficient content distribution.  The advantage of the proposed approach over the current approach is that content pieces can be dynamically added to and removed from the CDN; this efficiently adapts CDN usage to help content delivery in the P2P network when it is most needed. 
Essentially, the architecture of IMS P2P CDS integration with CDN is enhanced to include a network based peer with CDN storage functionality, which can be invited into a swarm and exchange available content with the CDN for more efficient distribution of resources. Alternatively a regular CCS can be extended with this network based peer function to dynamically extend its storage capacity during peak activity.
Proposal

It is proposed that the following is included in TR 23.844. 

*** First Change ***

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [x] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [x].

P2P: Peer-to-Peer, as defined in TR 22.906 [2]. 

Tracker: A directory server which maintains a list of peers storing segments for a specific content, and answers queries from peers for peer lists. 
User Peer: As defined in TR 22.906 [2].

Network Peer: As defined in TR 22.906 [2].

Content Source Server: As defined in TR 22.906 [2].

Content Cache Server: As defined in TR 22.906 [2].
Content Delivery Network: Is the network for content distribution services. 

DRM Server: The entity which manages the digital rights of digital contents to be shared within the Content Delivery Network.
Origin Server: Stores the original content resources.

Edge Server: Is the content server located on the edge of a CDN for content delivery.

CDN Controller: Is responsible for allocating of content resources from the Origin Server to the Edge Servers as well as for allocating of a neighbouring Edge Server to the CDN.
Bitmap: Describes which parts of the a content are stored in a User Peer or Network Peer.
Swarm: A swarm refers to a group of clients (i.e., peers) who exchange data to distribute the same content (e.g. video/audio program, digital file, etc) at a given time
*** Next Change ***

6.2.3
Integration with CDN using Network Storage Control Peer
In this alternative architecture, integration with CDN is achieved by introducing into the IMS P2P CDS a network peer that consists of CCS functionality as well as allowing nodes in the P2P network to dynamically advertise content pieces available in the CDN, directly upload content pieces to the CDN, and redirect a peer to get content from the CDN. Network Storage Control Function is added to the IMS P2P CDS to interface to CSS and/or CDN as shown in Figure 6.2.3-1. Its role is to make available to peers involved in a swarm, the necessary content segments to be downloaded, either from its own storage or by adding them to the CDN. The Network Storage Control Function can retrieve content segments from a CSS within network peers. 
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Figure 6.2.3-1: Architecture for CDN Integration in P2P CDS Using a Network Storage Control Peer
The following information flows in Figure 6.2.3-2 show how the Network Storage Control Function can be invited to a swarm and then distribute content segments from the CSS to the CDN such that peers can then access such content from the CDN. The CCS could also use its own storage but this is not represented here.
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Figure 6.2.3-2: CDN Integration in P2P CDS Using a Network Storage Control Peer
1.
UE2 joins an existing swarm and obtains a peer list
2.
CCS with Network Storage Control Function joins the swarm. This operation may be triggered in various ways (e.g. Tracker AS may request CCS to join).
3.
Tracker AS provides swarm statistics to CCS. These statistics may for example contain the number of copies of content pieces in the swarm, and should be sent periodically or on demand to the CCS to enable dynamic management of CDN hosted content.
4.
CCS uses the CDN ingestion interface to upload the content from CSS to CDN.
5.
CCS provides the URIs of the content pieces located in the CDN to the Tracker AS
6.
UE1 joins the swarm and obtains a peer list, now including a list of CDN URIs as well as regular peers
7.
UE1 obtains a content piece from the CDN using HTTP GET. This phase typically includes DNS name resolution. During this phase, the CDN uses its normal redirection mechanism (e.g. DNS based or HTTP redirection based) to redirect UE1’s request towards one of its surrogate.
8.
Peer to peer protocol is used as well between UEs to exchange content pieces.
9.
At a later point in the peer to peer session, swarm statistics are sent again to CCS by the Tracker
10.
Based on the swarm statistics, CCS decides to remove some of the content pieces from the CDN, for example because they are now very popular in the swarm. CCS updates its list of CDN URIs to the Tracker AS.
11.
CCS uses the CDN ingestion interface to purge the selected content pieces from the CDN. Alternatively from using a purge, CCS could also have associated a Time-to-Live to the content pieces uploaded in step 4.
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