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* * * * First Change * * * *

6.1.4
Load Balancing based on dynamic DNS

6.1.4.1
Introduction
This clause describes the use of existing DNS standards in support of load balancing.

Existing DNS standards provide several ways to adjust and exchange load information, including in “near real time”. 
There are several methods for a centralized DNS server to obtain load information from the CSCFs from different vendors, and make them available as SRV records to the whole (or part of the) IMS network, as described below.

The proposed options have the following characteristics:

· Use DNS SRV records

· SRV records provided the list of hosts available to a given destination

· SRV records provide the weight information for optimal distribution
· Load Balancing is performed by the DNS client, by selecting amongst the SRV records
· In Method 2 and Method 3 each system has its own Local Zone Domain 

· The weights of the records for each system in DNS are constantly adjusted, based on proprietary implementations of load measurement and reporting in each system

· If all systems do the same then DNS will implicitly have load information for every host. There is no need then for any new inter-vendor interfaces (and the new development costs and inter-op testing that they would require) since existing DNS and SIP routing standards would be followed.

When the DNS load distribution scheme as proposed above is applied, the load information from any destination is always available to any other system, just by using the existing DNS mechanism. Therefore, it is always possible to calculate an optimal distribution from anywhere over multiple "multi-vendors" destinations, providing that the meaning of the weights is understood.
Editor’s note: Investigation is required regarding whether there are issues of stability in this system wide control system.

* * * * Next Change * * * *

7.2
Assessment of alternatives for Load Balancing
7.2.1
P-CSCF Load Balancing

Subclause 6.1.1.2 gives a LDF based P-CSCF Load Balancing solution. LDF collects load information from P-CSCFs as it can do in P-CSCF Overload Control. 

LDF may be co-located with P-CSCF or DNS server, but does not need to be implemented in a new physical entity.  

Subclause 6.1.3 proposes to reuse the IETF SOC overload control mechanism for IMS Load Balancing. The IETF SOC mechanism achieves Load Balancing by upgrading the SIP protocol for load related information transfer between UE and P-CSCF. 

One problem of the IETF SOC solution is the security risk caused UE selecting P-CSCF according to P-CSCF’s suggestion. Because UE is not reliable, it is possible that UE may not follow the suggestion from P-CSCF and even maliciously select reversely, causing security risks.
It is not easy for the IETF SOC solution to handle Load Balancing between P-CSCF pools. 
The IETF SOC solution doesn’t need to add new network entities, but it may have impacts on UE and P-CSCF because of the upgrading of SIP protocol.
The Load Balancing based on dynamic DNS (subclause 6.1.4) relies on SRV DNS records. Load-balancing is therefore performed by the DNS client, which is the UE in this case. In consequence, in order to achieve efficient Load Balancing using such mechanism,  requirements on the DNS Load-Balancing algorithm of the UE are needed.
Table: P-CSCF Load Balancing alternatives

	Alternatives
	Impact on P-CSCF 
	Impact on DNS
	Impact on UE 
	Impact on SIP protocol 

	Alt. in 6.1.1.2: UE queries DNS to get preferred P-CSCF
	yes (only to report load info)
	no
	no
	no

	Alt. in 6.1.3: SOC for Load Balancing
	yes
	no
	yes
	yes

	Alt. in 6.1.4.2: Dynamic DNS Method 1
	yes (need to implement RFC2136)
	yes (need to implement RFC2136)
	yes  (see above)
	no

	Alt. in 6.1.4.3: Dynamic DNS, Zone transfer
	yes (need to implement a local DNS and RFC1034/1995)
	yes (need to implement RFC1034/1995)
	yes  (see above)
	no

	Alt. in 6.1.4.4: Dynamic DNS, SRV DNS resolution requests
	yes (need to implement a local DNS).
	no
	yes  (see above)
	no


7.2.2
S-CSCF Load Balancing

7.2.2.1
S-CSCF selection during initial registration 

The solution documented in subclause 6.1.1.3 provides a LDF based Load Balancing mechanism for selecting S-CSCF during initial registration. LDF collects load information from S-CSCFs as it can do in P-CSCF Overload Control and Load Balancing. 
LDF may be co-located with S-CSCF or DNS server, but does not need to be implemented in a new physical entity.

Another solution documented in subclause 6.1.2 proposes to re-use existing signalling mechanisms with the supporting system providing additional policy and information. This solution may require to specify the interface and signalling interaction between the supporting system and HSS.

Subclause 6.1.3 proposes to reuse the IETF SOC overload control mechanism for IMS Load Balancing. The IETF SOC mechanism achieves Load Balancing by upgrading the SIP protocol for load related information transfer between I-CSCF and S-CSCF.

It is not easy for the IETF SOC solution to handle Load Balancing between S-CSCF pools. 
The IETF SOC solution doesn’t need to add new network entities, but it may have impacts on I-CSCF and S-CSCF because of the upgrading of SIP protocol.
Table: S-CSCF Load Balancing alternatives

	Alternatives
	Impact on S-CSCF 
	Impact on DNS
	Impact on I-CSCF 
	Impact on SIP protocol 
	Impact on HSS

	Alt1 in 6.1.1.3: I-CSCF constructs domain name
	yes (only to report load info)
	no
	no
	no
	no

	Alt 2 in 6.1.2: HSS returns preferred S-CSCF
	no
	no
	no 
	no 
	yes(Implement optimal S-CSCF selection algorithm based on the information HSS and the supporting system have)

	Alt3 in 6.1.3: SOC for Load Balancing
	yes
	no
	yes
	yes
	no

	Alt. in 6.1.4.2: Dynamic DNS Method 1
	yes (need to implement RFC2136)
	yes (need to implement RFC2136)
	no
	no
	no

	Alt. in 6.1.4.3: Dynamic DNS, Zone transfer
	yes (need to implement a local DNS and RFC1034/1995)
	yes (need to implement RFC1034/1995)
	no
	no
	no

	Alt. in 6.1.4.4: Dynamic DNS, SRV DNS resolution requests
	yes (need to implement a local DNS).
	no
	no
	no
	no


* * * * Next Change * * * *

7.2.4.2
Solution comparison between centralized LDF and distributed LDF

Three applicable scenarios for IMS Load Balancing are described in §5.2 of TR 23.812. 
For the first scenario, i.e. “dynamically monitor and balance the load between entities of the same kind to reduce the load gaps”, although each vendor can provide their own algorithms, when LDF is distributed to each IMS entity, to calculate the weights, it is necessary to share load information between IMS entities to reach a globally balanced state. This means new interfaces between IMS entities. 

For the second scenario, i.e. “automatically balance load when a new entity is added to the network or a working entity is removed”, if the functionality of LDF is distributed into each IMS entity, either a concentrated control is needed to lead the traffic to/from that moved entity by configuring each one’s weight generating mechanism, or the sharing of load information between them is needed for self-adjustment. 

For the third scenario, i.e. “automatically or in a manual way balance the load between different regions or entity pools”, if the functionality of LDF is distributed into each IMS entity, when it is needed to adjust the load balancing method, e.g. to execute flexible Load Balancing between different pools, certain IMS entities need to be configured (i.e. the vendor’s algorithm parameters need to be re-configured), which means a concentrated control, maybe through NMS/EMS and enhanced interfaces, is still a necessity. 

The following table provides a summary of these two alternatives’ impact to the network.

	Alternatives
	New NE
	Affected Existing NEs
	New interface 

	Centralized LDF
	LDF
	P-CSCFs, S-CSCFs, etc, to respond to monitoring requests
	LDF to NEs or existing EMS/NMS interfaces

	Distributed LDF
	no
	P-CSCFs, S-CSCFs, etc.
	no


* * * * End of Change * * * *
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