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Abstract of the contribution: Attempts to address scalability considerations for the number of public IPv4 addresses required (e.g. per PLMN).
Discussion:

For the Key Issue IP Addressing, described in TR 23.888 clause 5.3, there is a requirement for the mechanism (solution) that allows an MTC Server in a public address space to successfully send a MT message to a UE inside a private IPv4 address space to be scalable.  However, it is not obvious how to quantify the scalability impact caused by the exhaustion of public IPv4 addresses.  
Since the free IPv4 address pool has been complete emptied (see S2-110488), scalability within the context of the Key Issue IP Addressing should include the requirement that the existing pool of IPv4 addresses per MNO or PLMN shall continue to provide a certain number of simultaneous publicly routable IPv4 connections for UEs used for MTC.  This would apply for UEs for MTC for which IPv6 only connections is not yet achievable. Given that the final and complete transition to IPv6 will be difficult to predict, there should be support to allow for enough simultaneous IPv4 connections with the pre-existing pools of IPv4 addresses for some time, even with the potentially very large number of UEs used for MTC verses today’s number of H2H devices.
From the above, some questions can be surmised to help determine scalability requirements related to the available pool of public IPv4 addresses per MNO or PLMN:

Question-1: What is the number of publically routable IPv4 connections (e.g. address + port(s) binding) per MNO or PLMN that must be simultaneously available for MT communications to UEs used for MTC?

We can start to answer this question by looking at today’s current subscriber numbers.  Public information on the Internet indicates that “large” MNOs have mobile subscribers in the 10s to 100s of millions, with one or more MNOs crossing the ½ billion milestone already. 
TS 23.368 clause 7.1.4 states that “Machine-Type Communication identifiers will have to be able to cater for a number of identifiers at least two orders of magnitude higher than for human-to-human communications.”  Therefore, a MNO with 500M subscribers today would need to support at least 50B UEs used for MTC subscription identifiers to meet this recommendation in 23.368.
Can this same order of magnitude requirement be applied to the number of publicly routable IPv4 connections per MNO or PLMN that must be simultaneously available for MT communications to UEs used for MTC?  This would seem to be a fair assumption, but the number will be skewed by different deployment factors, such as:
a) What percentage of UEs used for MTC will require a publically reachable IPv4 connection (vs. a private IPv4 connection (e.g. VPN) or public IPv6 only connection)?

b) What is the average number of public IP connections required per UE used for MTC?
c) What average percentage of time will each public IPv4 connection be available for data plane MT communications? If the access of all UEs is assumed to be spread evenly across time, then this answer can be used to estimate the percentage of all IPv4 connections which will need to be available for MT communications simultaneously.
These questions are close to impossible to answer given the wide diversity of today and tomorrow’s M2M applications.  So for the sake of progress, if some worse case assumptions can be made (say a = 50%, b = 1.5 and c = 50%), we can estimate the number of publically routable IPv4 connections  (e.g. address + port(s) binding) per MNO or PLMN that must be simultaneously available for MT communications to UEs used for MTC as following:
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 Question-2: How many actual public IPv4 addresses are required per MNO or PLMN to support the number of simultaneous IPv4 connections calculated in Question-1?

This answer may largely depend on a few key factors:

1. The number of gateways (e.g. GGSN/PGW/PDG) a MNO or PLMN must distribute their pool of IPv4 addresses across.  The distribution across MNO or PLMN may be very different per operator with dependencies such as the level of mobility of the serviced UEs and overall network architecture.  However, each gateway will need enough public IPv4 addresses to support their worst case maximum loading scenarios.  For further analysis, let’s simply assume the distribution across gateways doubles the number of public IPv4 addresses required. 
2. The IPv4 solution used for alleviating the consequences of IPv4 address exhaustion.
3. The limit of ~17M private IPv4 addresses reserved per RFC 1918, thus to support 19B connections, the MNO or PLMN must have 19B / 17M = 1117 gateways with at least one public IPv4 address per gateway.
Taking these factors into consideration, some examples of the number of public IPv4 addresses required include:

· When using standard port forwarding NAPT, if we assume the entire public DST port range can be used, this allows for (2^16) 64K bindings or public “port addresses” per public IPv4 address.  Using the estimates from Question-1, this means that to support 19B simultaneous IPv4 connections per MNO or PLMN, a pool of 19B * 2 (distribution across gateways factor) / 64K bindings = ~580K public IPv4 addresses are required per MNO or PLMN.
· When using a “narrow” port forwarding NAPT, the public IPv4 address of the MTC Server is included in the port forwarding rule.  Therefore, the pool of available public IPv4 addresses per gateway can be reused with each MTC Server.  If the UEs used for MTC for a particular MNO or PLMN don’t all communicate to the same MTC Server, this will allow for a reduction in the number of required public IPv4 addresses. Therefore, for narrow port forwarding, the number of required public IPv4 addresses per MNO or PLMN also depends on the maximum number of simultaneous IPv4 connections to a common MTC Server. Considering the worst case (all UEs communicate with a common MTC Server), the same size pool will be required as with standard port forwarding or ~580K IPv4 addresses.
· When using Micro Port Forwarding, as described in TR 23.888 clause 6.19, if we assume the entire public DST and SRC port ranges can be used, this allows for (2^32) ~4B public “port addresses” per public IPv4 address.  However, since the IPv4 private address space is limited to ~17M, the number of bindings per public IPv4 address will be limited to ~17M (unless multiple private/local networks can be meshed together somehow and NAPT’d to one public IPv4 address).  This means that to support 19B simultaneous IPv4 connections per MNO or PLMN, a pool of 19B *2 / 17M = ~2K public IPv4 addresses per MNO or PLMN are required.
· When using NATTT, as described in TR 23.888 clause 6.18, each public IPv4 address used to UDP encapsulate multiple public IPv4 connections is also binding limited to the ~17M IPv4 private address space. This means that to support 19B simultaneous IPv4 connections per MNO or PLMN, a pool of 19B *2 / ~17M = ~2K public IPv4 addresses are required per MNO or PLMN. However, if there are more MTC Servers than the calculated number of required public IPv4 addresses, NATTT requires one tunnel per MTC Server.  Therefore, the number of actual required public IPv4 addresses will be at least the number of communicating MTC Servers per MNO or PLMN.
NOTE that for any solution, if there are more gateways for a MNO or PLMN than the calculated number of required public IPv4 addresses, the actual number of required public IPv4 addresses will be at least the number of gateways for the MNO or PLMN.
As shown above, the choice of the IPv4 exhaustion alleviation solution can have a significant impact on the number of required public IPv4 addresses required per MNO or PLMN.
Question-3: So what is the minimum pool size of public IPv4 addresses available per MNO or PLMN that must be supported by a solution for the Key Issue IP addressing in order to meet the scalability requirement aspects?
Obtaining the answer to this question is not a trivial matter. However, it may not be necessary to answer this question explicitly as this will lead to even more complex and subjective questions. Therefore, it is recommended to include a more general scalability requirement along with a NOTE that a solution that provides more than adequate IPv4 address scalability is desired.
Proposal

It is proposed to update the TR 23.888 as below.
Additionally, it is proposed for operators and/or vendors involved with IPv4 pool allocation and exhaustion planning per MNO or PLMN to provide recommendations to SA2 regarding the minimum MNO or PLMN pool size of public IPv4 addresses that must be supported by a solution for the Key Issue IP addressing.
First Change

5.3
Key Issue - IP Addressing

5.3.1
Use case description

This key issue focuses on the common service requirements regarding IP addressing as specified in TS 22.368 [1] for communication between MTC devices and MTC servers.

For some MTC Applications, there is a need for the MTC Server to be the initiator of data plane MT communications between the MTC Server and a UE used for MTC (e.g. due to the need for centralized control). Typically due to the limitation of the public IPv4 address space, the UE is assigned a private non-routable IPv4 address and is thus not reachable by the MTC Server.  For IPv6 addressing, the number of available IPv6 prefixes is abundant and thus there is no limitation for the public IPv6 address space.
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Figure 5.3.1-1: Server in a public address space sending a mobile terminated message to a MTC Device in a private IPv4 address space

For both IPv4 and IPv6 addressing, the network may employ network topology security techniques that are intended to thwart unauthorized mobile terminated communications over a pre-existing globally routable IP connection. These security techniques are employed by the network operator to address various security goals. These security goals may include, but are not limited to, the desire for end-system privacy (e.g. to prevent device profiling), topology hiding (e.g. to mitigate scanning attacks) and to prevent unauthorized or unwanted communications with the MTC device.

These techniques may result in blocking a MTC Server from initiating the IP communications with a UE used for MTC until granted by the network. Thus when the MTC Server needs to initiate MT communications with the UE over IP, a mechanism is required to achieve the IP based communications with the UE.

5.3.2
Required Functionality

-
The system shall provide a mechanism, according to operator policy, where an MTC Server in a public address space can successfully send a data plane mobile terminated message to the UE used for MTC inside a private IPv4 address space or to the UE used for MTC attached to a PLMN employing various security techniques that thwart mobile terminated communications triggered over a globally routable IP connection.

-
The mechanism shall be scalable;

-
The number of simultaneous public IPv4 MTC connections possible from a PLMN with a limited pool of public IPv4 addresses to a single MTC Server shall be at least two orders of magnitude higher than the number of human-to-human communications over a similar PLMN;
NOTE:
As the actual maximum number of simultaneous public IPv4 connections to a single MTC Server and the minimum pool of public IPv4 addresses per PLMN will be extremely difficult to determine, a solution that provides generous public IPv4 address scalability (more than adequate for worst case scenarios) could replace any exhaustive attempt to determine these exact numbers.

-
The mechanism shall minimize the required configuration by the MNO and the MTC User;

-
The mechanism shall minimize the required messaging transactions by the MTC Server to initiate data plane MT communications;

-
The mechanism shall minimize the messaging sent over the air to the UE used for MTC;

-
The mechanism shall minimize any additional user plane latency;

-
The mechanism shall minimize any additional security threats to the UE used for MTC.

End of Changes
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