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Abstract of the contribution: The generic FQDN Identifier solution (clause 6.1) and its subvariant for private IPv4 addressing (clause 6.18) are currently described in different manner, so that their kinship is not obvious. It is proposed to harmonise the description by adding a call flow in clause 6.1. The contribution also adds impact on existing nodes in clause 6.1 and clause 6.18, as well as evaluation.
/************************ TEXT CHANGE IN TR 23.888 ************************/
6.1
Solution - FQDN Identifier Solution

6.1.1
Problem Solved / Gains Provided

See Key Issue 5.2 "MTC Devices communicating with one or more MTC Servers".

6.1.2
General

MTC devices relying on IP communications that need to be reachable for mobile terminated communications are assigned a static unique "host name" (i.e. an FQDN identifier specific to the MTC device). The "host name" is assigned in addition to any EPS-level identity (such as IMSI or MSISDN) of the MTC device.

NOTE 1:
The "host name" may be defined via the EPS-level identity. For instance, assuming that the MTC device has an IMSI as the EPS-level identity, the "host name" can be defined as "mtc.IMSI.pub.3gppnetworks.org". The exact definition of the "host name" is a Stage 3 matter.

The "host name" is used as the primary addressing identifier for mobile terminating communications.

Upon attachment to the PLMN the MTC device that relies on IP communications is assigned dynamic IP address. In roaming scenarios the dynamic IP address may be assigned in the Visited PLMN.

The association between the "host name" and the dynamically assigned IP address is stored in the authoritative DNS server in the Home PLMN.

When the MTC device is assigned a dynamic IP address, the authoritative DNS server is kept up-to-date using DNS Update mechanisms.

The entity performing DNS updates is preferably located in the Home PLMN in order to reduce the number of trusted interfaces to the DNS server.
The call flow depicted in Figure 6.1.2-x describes how MT communication with MTC devices inside public IP address space works in step by step fashion:
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Figure 6.1.2-x: Call flow for MT communication with MTC device inside public IP address space

1.
MTC device performs the EPS Attach procedure as described in TS 23.401. As part of the EPS Attach procedure the MTC device is assigned a public IP address, referred to here shortly as "D". The S5/S8/S11 Create Session Response message (not shown) is used to convey "D" from the PGW to the MME.

2.
As part of the previous step, or at the end of the EPS Attach procedure, the MME notifies the HSS/AAA with "D". Currently there is no direct interface between the PGW and the HSS/AAA, which is why the Notification is sent from the MME.
3.
The association between the “host name” of the MTC device and the dynamically assigned IP address “D” is stored in the authoritative DNS server in the Home PLMN. The HSS/AAA sends a DNS Update to the authoritative DNS server.

4.
At some point the MTC server wishes to send a Mobile terminated (MT) message to the MTC device whose unique identifier is FQDN.

5.
MTC server sends a DNS query that eventually reaches the authoritative DNS server.

6.
The DNS response of the authoritative DNS server includes "D".

7.
MTC server sets the Destination IP address in the packet it wishes to send to the MTC device to “D”.

8.
The PGW hosting the MTC device's public IP address delivers the packet to the MTC device via an appropriate EPS bearer.

The proposed solution also applies to GERAN and UTRAN devices, in which case MME and PGW are replaced with SGSN and GGSN.

It also applies to MTC device-to-device communications, where both MTC devices are located inside public IP address space. In this case it is the source MTC device itself that performs the DNS query to resolve the FQDN of the target MTC device.

NOTE 2:
Further details on mobile terminated communications to MTC devices inside a private Ipv4 address space are described as a separate key issue, see clause 5.3 "Ipv4 Addressing."


6.1.3
Impacts on existing nodes or functionality

For IP address assignment via DHCPv4, the PGW needs to notify the SGSN/MME of the assigned IPv4 address outside of the Attach procedure (e.g. via the Bearer Modification procedure).
SGSN/MME needs to notify the HSS of the device’s IP address “D” (e.g. new parameter in the Notify Request message).
HSS need to perform DNS updates of the authoritative DNS server that stores the association between the “host name” of the MTC device and the dynamically assigned IP address “D”.

6.1.4
Evaluation

Benefits:
-
Low impact on existing Core Network nodes;
-
Generic IP-level solution that does not rely on application-level identifiers (e.g. SIP URI);
-
Works in all scenarios (non-roaming, roaming with home routed traffic, roaming with local breakout);

-
The solution does not rely on alternative communication channels (e.g. SMS) for delivery of a “push” stimulus;

-
Works also for device-to-device communication;
-
Compatible with the solution for Mobile Terminated communication into private IPv4 address space (refer to clause 6.18).
Drawbacks:

-
No major drawback.

/************************ NEXT CHANGE IN TR 23.888 ************************/
6.18
Solution - MT Communication with NATTT

6.18.1
Problem Solved / Gains Provided

See clause 5.3 "Key Issue – Ipv4 Addressing".

6.18.2
General

What follows below are some additional considerations, beyond the FQDN Identifier Solution described in clause 6.1, when the assigned Ipv4 address belongs to the range of private Ipv4 addresses. Depicted in Figure 6.18.2-1 is a general MTC scenario with MTC device roaming in a VPLMN. The MTC device is assigned a private IP address (referred to as "D") that is hosted on the PGW node residing in the VPLMN (i.e. Local breakout). All the relevant EPS nodes are located in the VPLMN, except for the HSS/AAA node that resides in the HPLMN.

The MTC server wishing to establish a Mobile Terminated (MT) communication may be owned by the HPLMN, by the VPLMN or by a third party. It is located somewhere on the Internet, which is why a Network Address Translation (NAT) device is needed at the public/private boundary.
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Figure 6.18.2-1: NATTT applied to the MTC context

In order to support MT communications to MTC devices inside private IP address space, the NAT device on the public/private boundary is replaced by a NATTT-capable device ([3]) i.e. a NAT device capable of UDP encapsulation for packets exchanged on the "public" side (i.e. to/from the MTC server), in addition to its traditional role as a NAT device. The reason for using UDP encapsulation (instead of simple IP-in-IP encapsulation) is because the NATTT device relies on a well-known UDP port number to identify the encapsulated packets.

The call flow depicted in Figure 6.18.2-2 describes how MT communication with MTC devices inside private IP address space works in step by step fashion:
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Figure 9.18.2-2: Call flow for MT communication with MTC device inside private IP address space

1.
MTC device performs the EPS Attach procedure as described in TS 23.401. As part of the EPS Attach procedure the MTC device is assigned a private IP address, referred to here shortly as "D". Also as part of this procedure, the PGW node returns the public IP address of the NATTT device ("N") through which the private address "D" is reachable. If there are several NATTT devices on the border of the private IP network, the PGW selects any that provides access to the private address "D". The S5/S8/S11 Create Session Response message (not shown) is used to convey both "D" and "N" from the PGW to the MME.

2.
As part of the previous step, or at the end of the EPS Attach procedure, the MME notifies the HSS/AAA with "D" and "N". Currently there is no direct interface between the PGW and the HSS/AAA, which is why the Notification is sent from the MME.

3.
The HSS/AAA sends a DNS Update to the authoritative DNS server in order to associate "D" and "N" with the DNS record for the MTC device (the latter being referenced via its unique FQDN). This requires a new type of DNS record.

4.
At some point in time the MTC server wishes to send a Mobile terminated (MT) message to the MTC device whose unique identifier is FQDN.

5.
MTC server sends a DNS query that eventually reaches the authoritative DNS server.

6.
The DNS response of the authoritative DNS server includes "D" and "N".

7.
MTC server performs UDP encapsulation of the IP packet it wishes to send to the MTC device. The destination IP address in the outer IP header is set to "N". The destination IP address in the inner IP header is set to "D". The UDP port in the UDP encapsulation header is set to a well known value, as described in [3]. The source IP address in both the inner and outer IP headers is set to the public IP address of the MTC server.

8.
The NATTT device identifies the packet as a NAT tunnelled packet because it arrives on a well-known UDP port. It strips off the outer IP/UDP header and forwards the inner IP packet on the private IP network.

9.
The inner IP packet reaches the PGW hosting the MTC device's private IP address. The PGW delivers the packet to the MTC device via an appropriate EPS bearer.

The proposed solution also applies to GERAN and UTRAN devices, in which case MME and PGW are replaced with SGSN and GGSN.

It also applies to MTC device-to-device communications, where either or both MTC devices are located inside private IP address space. In this case it is the source MTC device itself that performs the DNS query to resolve the FQDN of the target MTC device (i.e. to obtain the private IP address of the target MTC device, as well as the public address of the NATTT device in the target network). It is also the source MTC device that performs the packet encapsulation.

NOTE:
It is FFS how to prevent unwanted traffic from being sent to the MTC device.

6.18.3
Impacts on existing nodes or functionality

The PGW needs to notify the SGSN/MME of the NAT device’s public address “N” (e.g. new parameter in the Create Session Response message).

For IP address assignment via DHCPv4, the PGW needs to notify the SGSN/MME of the assigned IPv4 address outside of the Attach procedure (e.g. via the Bearer Modification procedure).

SGSN/MME needs to notify the HSS of the MTC device’s private address “D” and the NAT device’s public address “N” (e.g. new parameters in the Notify Request message).

HSS needs to perform DNS updates of the authoritative DNS server that stores the association between the “host name” of the MTC device on one hand, and the dynamically assigned private IP address “D” plus the NAT device’s public address “N” on the other.
Requires definition of a new DNS record, capable of storing the NAT device’s IP address “N”.
6.18.4
Evaluation

Benefits:
-
Low impact on existing Core Network nodes;
-
Generic IP-level solution that does not rely on application-level identifiers (e.g. SIP URI);

-
Works in all scenarios (non-roaming, roaming with home routed traffic, roaming with local breakout);

-
The solution does not rely on alternative communication channels (e.g. SMS) for delivery of a “push” stimulus;

-
Works also for device-to-device communication;

-
The solution is based on the generic FQDN Identifier solution described in clause 6.1.
Drawbacks:

-
Requires support of a new DNS record in the DNS infrastructure.
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