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Introduction

SA5 have replied to SA2’s LS on IMS load balancing in S2-110275 (S5-103144). There was discussion in the SA5 meeting about whether an OA&M solution can be part of an IMS load balancing architecture. The debate appeared to be mainly in regard to the reaction times that an OA&M deployment can typically support. No definitive reaction time was agreed on, but our impression was that times of 15 minutes, up to 1 hour, might be typical. The feedback from SA5 is therefore that clear operator requirements are needed regarding what reaction times need to be supported.
Our understanding is that based on the outcome of that discussion in SA2, SA5 might then investigate whether it is possible to improve OA&M reaction times.
The eventual way forward in SA2 and SA5 of course needs to be discussed fully, but we would like to propose a possible “hybrid” approach to load balancing.

Some aspects of system load can be planned for or anticipated either because the there is some degree of predictability, or the rate which load is changing across the system is changing in a relatively gradual way. Existing OA&M solutions are able to handle this, and enhancement to OA&M in SA5 might be able to improve reaction times. The centralized nature of an OA&M system is likely to limit what is achievable to be in the order of 10 or 15 minutes.
Similarly, it can be expected that any other centralized load balancing solution will have similar limitations. It seems very likely that “real-time” load balancing, where the load through elements in the network might need to change from session to session, will need to occur as a result of information exchanged in the signalling that occurs between elements, and as the result of load balancing decisions that occur in the network elements themselves.

We believe the 23.812 TR already describes a solution that could deliver this kind of real-time load balancing, and this could be used in conjunction with an OA&M solution. This could provide an operator with the ability to change the way load is distributed across a network based on knowledge of past and upcoming events and also provide the means to react immediately to rapidly changing circumstances.
The solution already described in the TR is the draft-ietf-soc-overload-control solution. Although it is explicitly for overload control, the mechanism can have the effect of re-distributing load across different network elements.

Consider the generalized, simplified scenario shown below: -
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Figure 1: Initial balance of sessions
Figure 1 shows a network that has 1000 sessions set up through network element A (NE A). Based on its normal algorithm it has distributed those 1000 sessions amongst four network elements (NE 1 to 4). NE 4 used the oc parameter in its response to the last session establishment request to indicate that it is becoming significantly loaded and fewer sessions should be directed towards it. It decides to set oc=50. (Note, this doesn’t mean that it is 50% loaded.) NE 1 to 3 have up to this point all indicated oc=0 when responding to session establishment requests.

Now consider what the scenario will look like after the next 1000 session requests if NE 1 to 4 continue to set the same oc values from this point on, and NE A adjusts the basic algorithm for load distribution so that NE 4 should receive 50% of the previous proportion.
	
	NE A
	NE 1
	NE 2
	NE 3
	NE 4

	Starting # of sessions
	1000
	50
	150
	300
	500

	Value set in oc parameter
	-
	0
	0
	0
	50

	Algorithm applied to next 1000
	-
	7.5%
	22.5%
	45%
	25%

	Finishing # of sessions
	2000
	125
	375
	750 
	750


At this point, one or more of NE 1 to 4 might start to indicate different values of oc that will further change the way the next 1000 sessions are distributed. One possible scenario is shown below. NE 1 determines that it is significantly loaded and should not receive further sessions. It sets oc=100. NE 4 also determines that it should not receive further sessions and sets oc=100. NE 1 and NE 2 continue to set oc=0.
	
	NE A
	NE 1
	NE 2
	NE 3
	NE 4

	Starting # of sessions
	2000
	125
	375
	750
	750

	Value set in oc parameter
	-
	100
	0
	0
	100

	Algorithm applied to next 1000
	-
	0%
	33%
	66%
	0%

	Finishing # of sessions
	3000
	125
	708
	1417
	750


Of course, this is greatly simplified, and assumes the sessions continue throughout the scenario. No assumptions need necessarily to be made about the relative capacities of the network elements (though this could be built into the baseline algorithm that NE A uses when all elements set a value of oc=0). Each network element setting the oc value does so based on its knowledge of its own internal state.
Since we are proposing a “hybrid” solution some thought also needs to be given to how local load balancing through the use of the SOC mechanisms interacts with use of OA&M. In the above discussion of the SOC mechanism, NE A has a default/normal algorithm for determining how to distribute sessions to downstream servers. We would expect that OA&M would be used to set the normal parameters of this algorithm, and which downstream servers are to available, In addition, NE’s 1 to 4 contain logic that determines when to set a non-zero oc value, and some of this logic could be configurable by OA&M to produce the desired behaviour.
Conclusion
As well as providing overload control the mechanism described in draft-ietf-soc-overload-control can be used as one part of a load balancing strategy. Eventually some additional thoughts are needed to consider how the centralised approach via OA&M and the local IETF approach impacts each other. We propose that it should be added to clause 6.1 “Architecture alternatives for Load Balancing” as a new alternative.

If it is agreed at the end of the current IMS Evolution study that the described IETF SOC mechanisms should be adopted then further investigation is required regarding how to add this mechanism to the specifications. It could be as simple as adding a may/should/shall requirement for each IMS entity regarding support of behaviour based on draft-ieft-soc-overload-control. SA2 would need to investigate which of the algorithms (loss-based, rate-based, window-based) are to be supported.
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