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Introduction
One of the most urgent issues for standardisation of Network Improvements of Machine Type Communication is signalling congestion control. Various network operators have experienced network congestion issues with MTC. Not only (virtual) network operators are affected that provide MTC services, but also operators with MTC customers of other (virtual) network operators roaming in their network can be affected. Solutions are needed that allow the network operators to control MTC related signalling network congestion, without having to try to influence the application providers.
Discussion

In 3GPP TS22.368 clause 7.1.1, there is a common requirement:
"It shall be possible to reduce peaks in the signalling traffic resulting from very large numbers of MTC Devices (almost) simultaneously initiating signalling interactions."

And a related use case in Annex A:

Signalling Network Congestion Use Case

Congestion in the signalling network is caused by a high number of MTC Devices trying almost simultaneously: (1) to attach to the network or (2) to activate/modify/deactivate a connection. In a 3GPP system supporting MTC applications such an overload of the network can be caused by e.g. many mobile payment terminals that become active on a national holiday or by high numbers of metering devices becoming active almost simultaneously after a period of power outage. Also some MTC applications generate recurring data transmissions at precisely synchronous time intervals (e.g. precisely every hour or half hour). Preferably, the 3GPP system provides means to the network operator and MTC User to spread the resulting peaks in the signalling traffic.
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Figure A-2: Signalling network congestion.
Analysing the different use cases in a bit more detail, we can identify three different types of scenarios, with real world experiences, for signalling network congestion:
· Signalling congestion is caused by a malfunctioning in the MTCapplication and/or MTC Server.
In a practical use case KPN has experienced there was a malfunctioning in a MTC Server from the application owner. Because of the problem at the application owner, the MTC Devices could not deliver the data they needed to send. The application software in the MTC Devices interpreted this as "something must be wrong with the PDP connection", did a reset of their PDP connection, and kept re-initiating their PDP connections every few seconds. With a large number of MTC Devices all continuously trying to re-establish PDP connections, the SGSNs got overloaded. 

· Signalling congestion is caused by an external event triggering massive numbers of MTC Devices to attach/connect all at once.
A nightmare use case here could be a large scale power outage of which power comes back on. All kinds of MTC Devices that work on external power (e.g. meters, alarm systems, photo frames, security cameras) will notice power is back on and will simultaneously re-attach to the network. But also other events (specific weather conditions, water levels, festivities, national holidays, et cetera) may trigger simultaneous attach requests or connection requests of large numbers of MTC Devices.
· Signalling congestion is caused by recurring applications that are synchronised to the exact (half/quarter) hour.
In KPN we are seeing peaks in the signalling load at exact hours, half hours and quarter hours. The following graph of daily Radius load is indicative for this pattern. In that figure at the exact hours the signalling load is ~4 times higher than the average load. Even at quarter hours, the signalling load is still ~2 times higher.
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We see from the different use cases that some of the signalling congestion issues could be avoided if M2M applications behave more mobile network operator friendly. However, there is little a network operator can do to influence the application developers. A M2M application may e.g. be a iPhone app developed by a student. There is little incentive for application providers to spend any additional time on application development just to be nicer to the mobile network operator. Furthermore, the application owner may not be a direct customer of the mobile network operator but customer of a MVNO, M2M provider or mobile network operator in a different country. It is important that the mobile network operator has the capability to control signalling network congestion independent of the application providers.
Signalling network nodes that may suffer from M2M related signalling congestion include all PS domain control plane nodes and gateways. With large scale attach requests, mainly the SGSN/MME is vulnerable. With connection requests, also the SGSN/MME is vulnerable as this node has a relative large load per connection request. GGSNs/PGWs are especially vulnerable as often M2M applications use a dedicated APN which will be terminated at one GGSN/PGW. All connection requests for that particular application will then have to be handled by a single GGSN/PGW.
In order to combat signalling congestion, network nodes shall be able to reject attach or connection requests. However, care shall be taken that this does not result in a MTC Device immediately re-initiating the same request. The network should be able to instruct MTC Devices not to initiate a similar request until after a back off time. This back off time may also be used to instruct MTC Devices with recurring applications to change their timing of attach/connection requests.
Proposal

****************** START OF CHANGE ******************

5.X
Key Issue - Signalling Congestion Control

5.X.1
Use case description 

MTC related signalling congestion is an urgent issue that network operators are currently facing. Not only network operators that are providing MTC services, but also network operators in which MTC Devices are roaming can be affected by MTC related signalling congestion.

MTC related signalling congestion can be caused by:

· a malfunctioning in the MTC application and/or MTC Server.
· an external event triggering massive numbers of MTC Devices to attach/connect all at once.
· recurring applications that are synchronised to the exact (half/quarter) hour.
Though some of the signalling congestion issues could be avoided if MTC applications behave more mobile network operator friendly, there is little a network operator can do to influence the application developers. It is important that the mobile network operator has the capability to control signalling network congestion independent of the application providers.

Signalling network nodes that may suffer from MTC related signalling congestion include all PS domain control plane nodes and gateways. With large scale attach requests, mainly the SGSN/MME is vulnerable. With connection requests, also the SGSN/MME is vulnerable as this node has a relative large load per connection request. GGSNs/PGWs are especially vulnerable as often M2M applications use a dedicated APN which will be terminated at one GGSN/PGW. All connection requests for that particular application will then have to be handled by a single GGSN/PGW.

In order to combat signalling congestion, network nodes shall be able to reject attach or connection requests. The challenge is to block the traffic of the particular MTC application(s) that is causing the congestion, without restricting non-MTC traffic or traffic from other MTC applications that are not causing a problem. A dedicated APN or a MTC Group Identifier are possible identifiers to indicate particular large scale MTC applications. How to identify applications that are causing recurring signalling congestion (e.g. mail applications, buddy finders, etc) that are often downloaded applications on a smart phone is still a challenge.

Care shall be taken that rejecting connection requests or attach requests does not result in a MTC Device immediately re-initiating the same request. The network should be able to instruct MTC Devices not to initiate a similar request until after a back off time. This back off time may also be used to instruct MTC Devices with recurring applications to change their timing of attach/connection requests.
5.X.2 Required Functionality
-
It shall be possible to reduce signalling load of connection requests for a specific APN or from MTC Devices belonging to a particular MTC Group on the SGSN/MME and/or GGSN/PGW.

-
It shall be possible for SGSN/MME to reduce signalling load of attach requests from MTC Devices belonging to a particular MTC Group on the SGSN/MME.

-
It shall be possible to prevent a MTC Device to repeatedly re-initiate a connection request or attach request. 

-
It shall be possible to reduce (quarter/half) hourly signalling peaks from recurring MTC applications
NOTE: The relation of this key issue with the key issue Time controlled is for further study.
5.X.3 Solutions

5.X.3.1 Rejecting connection requests by the SGSN/MME
A number of variants of rejecting connection requests by the SGSN/MME can be distinguished:

Rejecting connection requests per APN

The SGSN/MME and/or GGSN/PGW can reject connection requests targeted at a particular APN. When the MTC application uses a dedicated APN, the specific MTC application can be targeted that causes the congestion. 
Rejecting connection requests and attach requests per MTC Group
The SGSN/MME can reject connection requests targeted at a particular MTC Group. With the attach procedure the MTC Group Identifier can be downloaded as part of the service profile from the HSS into the SGSN/MME. When a connection request is received by the SGSN/MME, the SGSN/MME can find in the service profile if the particular MTC Device is part of a MTC Group that causes congestion. In case only the GGSN/PGW is congested, the SGSN/MME need to be informed about which MTC Group is causing that congestion.

The SGSN/MME can reject attach requests on the basis of MTC Group is the only option. One option is that the MTC Group is downloaded from the HSS during the attach procedure. However this implies the service profile is only downloaded when most of the attach procedure is already done. 

Another option would be to add the MTC Group ID to the connection requests and attach requests from the MTC Device. That way the SGSN/MME can easily identify that a particular request comes from a MTC Application that is causing congestion.
Providing a back-off time to the MTC Device

To avoid a MTC Device from re-initiating a connection request or attach request immediately after a reject to an earlier request, the SGSN/MME can provide a back off time to the MTC Device in the reject message. If it is the GGSN/PGW that sent the reject originally, the SGSN/MME may append a back off time to the reject message.

The MTC Device shall not re-initiate a similar request until after the back off time.

The SGSN/MME may store the back off time for a particular MTC Device and immediately reject any subsequent requests from that MTC Device before the back off time is expired. A new (longer) back off time may be provided to further deter the MTC Device from repeated attempts before its back off time is expired.
Providing a back off time could also be a solution to the issue of recurring (quarter/half) hourly applications. If the MTC Device could identify the recurring applications, it could delay attach request or connection requests for these applications with the back off time. How to identify such recurring applications is unclear.

****************** END OF CHANGE ******************
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