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Abstract of the contribution:

A local paging optimization mechanism is introduced in this contribution. It can be used to reduce the paging load of the RAN when LIPA is applied in some limited serving area.
1. Introduction
The user establishes the LIPA connection to access the local IP capable equipment. Considering the security of LIPA connection and no distinct mobility requirement when the user moves out of LIPA service area, there is no need to guarantee the service continuity if the user is out of LIPA service area. Thus the LIPA data can be limited in LIPA serving area. The local paging for LIPA can be performed when the LIPA downlink data arrives. This mechanism can be used to reduce the current load for paging.
2. Discussion

The mechanism described here can be applied to some multiple PDN based solution. It is based on two scenarios for LIPA. One is LIPA for residential network, in this case, the local GW is usually collocated with H(e)NB. The other is LIPA for corporate network, the local GW may be deployed separately from the H(e)NBs which belong to corporation, this deployment is more easier to achieve mobility in the same corporate serving area.

To achieve the local paging optimization for LIPA, the SGSN/MME needs to realize the type of downlink data. When the local GW receives LIPA downlink data, it needs to report the local information and indicate paging procedure (directly or through S-GW) to the SGSN/MME. If the SGSN/MME gets to know only LIPA downlink data arrives, it will decide to perform local paging optimization.

Besides that, the information of which H(e)NB(s) belong to the LIPA service area for the UE needs to be known to form the optimal paging area. Two methods are suggested below:

· Query from configuration server

The configuration server stores the relationship between local GW and H(e)NB(s) which belongs to the LIPA service area. When the core network decides to perform local paging optimization, it queries the H(e)NB information (such as H(e)NB ID or CSG ID) from the configuration server via local GW identity. The core network uses these H(e)NB information to find the suitable base station(s) which connect to the core network directly or transfer this information to H(e)NB GW to find corresponding base station(s) for local paging optimization. Optionally, the CSG subscription data also can be considered to form the optimal paging area by the core network.

· Decision based on H(e)NB

The H(e)NB(s) which belongs to the LIPA service area need to be pre-configured the local GW identifier. When the core network decides to perform local paging optimization, it indicates the local GW identifier to the H(e)NBs in paging message within normal paging area. Optionally, the CSG subscription data also can be used to form paging area by the core network. If the received local GW identifier is the same as the pre-configured one, the H(e)NB performs paging for the UE. If no matching exist, the paging message is stopped by H(e)NB itself.

Through the above statement, the local paging optimization for LIPA in some limited serving area can be achieved. This can effectively reduce the paging load of the RAN.
3. Proposal 
The following changes are suggested to be added in to TR 23.829.
***************************************Start of change**************************************
6.3 Evaluation of local paging optimization for LIPA
LIPA is valid when the UE is in LIPA service area. When the UE moves out of this service area, there is no need to guarantee the service continuity. Thus the paging can be limited in LIPA service area if only LIPA downlink data arrives. This mechanism can be used to reduce the paging load of the RAN.
The mechanism described here can be applied to some multiple PDN based solutions. It is based on two scenarios for LIPA (LIPA for residential or corporate network).
To achieve the local paging optimization for LIPA, the SGSN/MME needs to which PDN connection the downlink data comes from. For L-S11/L-S4 variant, MME/SGSN will know this as downlink data notification will come from different interface. For L-S5 variant, SGW will know which the PDN connection has downlink data and S11 interface to MME/SGSN can be enhanced to support downlink data notification with specific PDN connection information. If only LIPA downlink data arrives, SGSN/MME can decide to perform local paging optimization.
Besides that, the information of which H(e)NB(s) belong to the LIPA service area for the UE needs to be known to form the optimal local paging area. Two methods are suggested below:
-
Query from configuration server
The configuration server stores the relationship between local GW and H(e)NB(s) which belongs to the LIPA service area. When the core network decides to perform local paging optimization, it queries the H(e)NB information (such as H(e)NB ID or CSG ID) from the configuration server via local GW identity. The core network uses the queried information to form the optimal local paging area. Optionally, the CSG subscription data also can be considered to form the paging area by the core network.
-
Decision based on H(e)NB
The H(e)NB(s) which belongs to the LIPA service area need to be pre-configured the local GW identifier. When the core network decides to perform local paging optimization, it indicates the local GW identifier to the H(e)NBs in paging message within normal paging area. Optionally, the CSG subscription data also can be used to form paging area by the core network. If the received local GW identifier is the same as the pre-configured one, the H(e)NB performs paging for the UE. If no matching exist, the paging message is stopped by H(e)NB itself..
****************************************End of change***************************************
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