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1.
Introduction

The MAPIM Study Item has been active for more than one year and TR 23.861 provides different proposals on how flow mobility can be provided using different reference points. While the work on S2c and H1 has moved forward quite quickly mainly due to the maturity of the technology and has moved to normative status with the IFOM WID, there has been less progress with solutions for S2a and S2b reference points. Given also the workload expected in SA2 in the upcoming months and the approaching release 10 deadline, we think it is time to have a review of the current solutions and to conclude the study.
In the next section we will analyze the solutions documented in TR 23.861 for S2a and S2b and the respective open issues. We will also provide a more general analysis of the problem space. Finally, we propose text for the conclusion section of the TR. 

2.
Discussion

2.1
Analysis of open solutions in TR 23.861
Two solutions are currently present in the TR:
· Solution A (described in subclause 7.2.1 of TR 23.861): in this solution the UE provides routing filters to the MAG to trigger PMIPv6 flow mobility signaling. From this point of view the solution is functionally equivalent of the DSMIPv6-based solution as the flow mobility signaling is initiated by the UE based on ADNSF policies. 
· Solution B (described in subclause 7.2.2 of TR 23.861): this solution is entirely based on PCC signaling and assumes a BBF functionality in both 3GPP and WLAN accesses and bearer management procedures over both accesses.
The solutions are described for S2a even though WLAN cannot be considered a trusted access. Since the WLAN cannot be considered trusted access when PMIPv6 is used (unless major changes are done at the link layer or at the WLAN access network, the solutions are not directly applicable to the IP flow mobility scenario which is only about WLAN. For this reason to provide a fair and complete analysis we will also consider the applicability of these solutions to S2b.
The following issues can be identified with solution A
:

· How the UE provides routing filters to the MAG is not clear. In the case of S2a this may include changes to link layer signaling which are definitely not acceptable. In the case of S2b this would imply changes to IKEv2 signaling and IKEv2 state machine.

· It is not clear how routing rules are provided when the UE attaches to the 3GPP access. PCO is mentioned as one possibility but NAS signaling is another one and this would impact MME and SGW. 

· It is not clear how the acknowledgement is provided to the UE when IP flow mobility is performed successfully or the error case is sent to the UE when not.

· Even without considering the issue on how flow mobility ifnoramtion are carried over the differnet accesses, there is an additional complexity in the network due to new functionality to be added to UE, MAG/ePDG and PDN GW and possibly MME and SGW. The IFOM solution requires changes only to the UE and PDN GW.

The following issues can be identified with solution B
:

· The solution is entirely based on the PCC architecture which is an optional feature in 3GPP. Moreover PCC interfaces are not supported for untrusted accesses.

· It is not clear how information about uplink flow mapping decisions are delivered to the UE, both for trusted and untrusted scenarios. This may require changes to link layer or changes to the IKEv2 protocol which was not designed for mobility events.
· This solution cannot be applied to S2a unless changes to the WLAN link layer are introduced. Therefore, consideration of this solution should ideally be suspended until the WLAN specifications are updated accordingly. 

· It is not clear how this solution works with an ANDSF deployment where the routing policies are provided to the UE (since the UE does not flow mobility signaling).

Another solution was submitted in S2-092276 at SA2 #72. Even though it has never been presented, it is fair to consider that as one of the possible solutions. This solution is based on a new function for routing policies which acts as AF towards the PCC architecture. It is not clear which protocol is proposed between the UE and this new network element; beside this detail, the solution is based on PCC procedures to update the routing at the core network and access network elements and therefore it is not generally applicable in particular since WLAN does not support any QoS/bearer procedure or PCC interface. 
Conclusion 1: None of the solutions currently open in the TR are considered feasible for IP flow mobility between a 3GPP and a WLAN access.
2.2
Architectural analysis of solutions based on S2a and S2b reference points 

2.2.1 On the nature of WLAN mobility and flow mobility
As discussed at SA2#77, in dual radio scenarios, such as WLAN and cellular, the two access networks are not “aware of each other” and one access network cannot control the UE protocol state in the other access network. Also the WLAN is not a “controlled” access network and works opportunistically in unlicensed spectrum; therefore the only element in the network that knows if a WLAN is available, the respective radio quality and the performance that can be achieved through that WLAN, is the UE. 

Because of this, any WLAN handover procedure – either with DSMIPv6 or GTP/PMIPv6 - is always UE-initiated and it is always the UE who triggers the handover. It is the UE which initiates the WLAN connection establishment and, if the WLAN is considered an untrusted access, the IPsec tunnel establishment with the ePDG. 
Even with PMIPv6 or GTP, when the UE has initiated these steps, the choice left for the network (i.e. ePDG) is to accept the mobility by "proxying" the UE mobility request to the PDN-GW or to reject the mobility request by disconnecting the IPSec tunnel. 

Conclusion 2: WLAN mobility is always UE-initiated regardless of the mobility protocol 
In flow mobility scenarios, some IP flows are routed over cellular access and some IP flows are routed over WLAN. There are two possible approaches for this scenario:

· the network entities (e.g. ePDG, PDN GW, PCRF) initiate the signaling procedures to move the IP flows from one access to another (e.g. as in solution B of TR 23.861);

· the UE initiates the signaling procedures to move the IP flows from one access to another (e.g. as in solution A of TR 23.861).

To analyze which is the best approach we need to consider the “flows” that are usually moved from one access to another and the “events” upon which such movement is based. 
In most scenarios identified by operators, the IP flows to be moved are related to non-operator controlled services, such as Internet services. The characteristics of these IP flows, the bandwidth required and when they are initiated, is known only by the UE, as there is no way the network elements (ePDG, PDN GW or PCRF) have knowledge of these different IP flows. 
Moreover, since there is no tight control of the WLAN access by the operator, it is very difficult for any network element to properly understand if an IP flow can be routed over WLAN depending on the resources available at the UE in that access. For example, the network may not be aware that there is a poor WLAN radio condition at UE location or a poor backhaul or a high level of congestion in the WLAN access. 

Based on these considerations it is clear that flow mobility signaling should always be initiated by the UE. Note that this does not imply less control for an operator as a standard-compliant UE will always act based on the operator policies provided via ANDSF taking into account also the condition of the WLAN access. 

Conclusion 3: Flow mobility signalling is mostly initiated by the UE. 

There may be some specific scenarios where the network can have some knowledge of the traffic exchanged by the UE, e.g. through Deep Packet Inspection, and trigger a flow mobility event. If this is considered useful, this can be done also in a DSMIPv6 solution (since DPI is usually performed at the PGW/PCEF) and therefore this does not justify the introduction of a new solution.
Conclusion 4: Network triggered flow mobility does not justify the introduction a new solution as it can be added to the existing solution if needed.

2.2.2 Operator control
One of the motivations used by proponents of S2a/S2b based solutions to justify the introduction of their solutions is that the operator with these solutions is more in control. However with any solution, including the DSMIPv6 solution, the network retains absolute control because it can always reject the requests done by the UE and because the UE acts based on policies provided by the operator via ANDSF. 
In fact, when WLAN mobility and IP flow mobility are introduced, the policies provided by the ANDSF guide the UE to trigger the mobility events according to the operator preferences. ANDSF is based on OMA-DM and there is a direct reference point between the UE and the ANDSF; therefore this mechanism is the same regardless of the mobility protocol used. In the UE the combination of operator policies provided by the ANDSF and detection of external events (e.g. loss of coverage) will trigger the mobility events, e.g. an IPsec tunnel establishment with the ePDG or a DSMIPv6 BU). 
Conclusion 5: The operator controls WLAN mobility via ANDSF inter-system mobility policies independently of the mobility protocol. Therefore the level of operator control is independent of the mobility protocol used and it is the same if DSMIPv6 or PMIPv6/GTP is used. 

2.2.3 Network complexity

While not providing any real benefit in terms of features, the impacts in the network deployment of a S2a/S2b solution is larger than the impacts of a S2c/H1 based solution. The S2c/H1 based solution requires only changes to the UE and PGW/HA while, as currently described in TR 23.861, the solution based on S2a/S2b requires changes to UE, PGW, ePDG and possibly MME, SGW and HSS
.
Conclusion 6: The overall network complexity required by a S2a/S2b solution is higher than any S2c/H1 solution. 

2.2.3 Handset implementation
One argument often mentioned in the context of network-based mobility scheme proposals is that it would not require any extra implementation in the terminal. While this might be true of the UE’s IP layer to the extent that only intra-technology single interface handovers are considered (e.g., handover between two UMTS NodeBs or two IEEE 802.11 BSs), this does not hold true for the underlying link layers, neither for inter-technology handovers (e.g., handover between IEEE 802.11 and UMTS) radio technologies. 
When an intra-technology handover occurs, the underlying link layer might hide to the IP layer the change of link layer point of attachment. This does require support from the UE link layer to abstain from sending link-down / link-up notifications to the IP layer function that coordinates network attachment and address configuration. Absent that, the IP layer could conclude after each handover that IP configuration is no longer valid and discards it, thus failing ongoing communication and requiring another iteration of IP layer configuration.
When an inter-technology handover occurs, there are two underlying link layers involved (one per technology), thus hiding the change of link layer point of attachment would require coordination between two different link layers. This would requires either of, 1) a vertical interface between the two link layers (this is sometimes called integrated multi-mode interface), or 2) an overlay/shim layer that sits on top of the two link layers and hide the inter-technology handover to the IP layer (this is sometimes called virtual interface). In both cases this does require support from the UE, either in the link layers themselves, or in a new component overlaid on top. 
Additionally, wherever this support is present, there would need to implement a forwarding decision engine that decides which link layer to use. Since flows are identified based on IP and upper layer fields, this would require a below-IP layer to duplicate functionality already present in the UE TCP/IP stack to match every packet to a flow as to decide which physical interface to use. 
Also worth to note is the fact that the link layer hardware components of interests might reside on different silicon dies while their software counterparts (e.g. driver) might execute in different execution contexts and/or silicon dies, thus increasing complexity and potentially threatening feasibility of these approaches on arbitrary targets.
An alternative implementation solution would be to expose to the IP layer the two underlying link layer, and extend the IP layer so that it can cope with the fact that 1) the same IP address is assigned on more than one interface, and 2) there are two different default routes on two interfaces for uplink packets that both need to be used. This would require extensive changes to the TCP/IP stacks as currently it is not expected that an IP address is assigned on more than one interface at the same time, and there’s no ubiquitous support for using two default routes simultaneously. It is also unclear who will specify the required level of support for such a TCP/IP stack as the IETF has ruled out such an approach by deciding that the IP layer is unmodified and does see a single logical network interface.
Conclusion 7: Inter-system network-based mobility protocols do require changes to the terminal. Additionally, the changes involved are either currently unspecified by the SDO in charge (IETF), or involves cross layer interactions between link layer components specified by different SDOs (e.g. IEEE 802 vs. 3GPP.) 
In contrast, a DSMIPv6 solution has a clean layering on top of the basic IP layer service interface, and has no impact on the underlying link layer components, which makes it simpler to implement and technology agnostic.

3. Conclusion

This paper provided an analysis of the solutions currently documented in TR 23.861. More in general, the issues with S2a or S2b based IP flow mobility solution were presented and discussed, as summarized by the “conclusions” throughout the text. 
Based on the discussion above we think there is no benefit for 3GPP to start any further normative work based on the MAPIM study, in addition to the already existing IFOM Work Item. It is therefore proposed to include the following text in TS 23.861.
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Conclusions

The study on the use cases has been completed by SA1 and service requirements have been identified.

The study on possible extensions to S2a, S2b, S2c and H1 reference points can be considered concluded with the solution in section 7.1.1 being the recommended solution.
� Note that most of these issues are captured as open issues in TR 23.861.


� Note that most of these issues are captured as open issues in TR 23.861.


� The changes to HSS have not been studied in the TR so far. However based on the discussion at SA2#77 within the IFOM WID (see S2-10), changes to procedures to HSS would be needed for S2a/S2b based flow mobility. 
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