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This document analyses some aspects of the already proposed solutions 1, 2 and 6 of TR 23.829, and proposes to combine some of them into an enhanced architecture.
1. Introduction

In TR 23.829, solution 1 tries to keep existing architecture unchanged as much as possible. With SGSN / S-GW in the Core Network, this is the case, although for EPS it is FFS how a “direct tunnel” mechanism can be placed between the HeNB and the L-PGW.

However, solution 1 main issue is that UE which do not support simultaneous connection with different APN will not be able to get breakout and Core Network traffic at the same time.

Solution 2 is fully transparent to existing UE, but has other serious issues to be addressed:

1/ If only LIPA/SIPTO traffic is used, the Core Network is still involved in full allocation/management of the context/tunnel with the GGSN/P-GW, wasting some unneeded resources. This not in line with the offloading objective of LIPA/SIPTO.

2/ Extracting/inserting traffic from/into an existing flow without the Core Network to be in control may have impacts on QoS enforcement, charging...

Solution 6 tries to solve the problem with the approach of relying on the existing Core Network P-GW/GGSN. This is said to accept single and multiple APN modes (although not detailed for the single APN mode). But this solution still has the drawback of involving the Core Network entities establishing context/tunnel to the P-GW/GGSN even for services that are purely local.
The solution we propose to examine also proposes to cover both single and multiple APN modes, but differs from sol. 6 in that instead of always relying on the Core Network P-GW/GGSN, it will rely on a local P-GW/GGSN as soon as offload is needed.
2. Discussion

In our solution, upon context establishment the SGSN or MME decides from the requested APN (and other parameters
 such as subscription) if it is a pure LIPA/SIPTO, a “normal” APN or a mixed one.

Note: details of how this choice is made and/or configuration is FFS. Same proposals as for sol 1 and sol 2 are applicable.
If the APN is used for only one type of traffic, the appropriate CN or local P-GW/GGSN is selected. This is actually identical to the solution 1 approach.

If the APN is a mix, this means we address the single APN case. The service is similar to the one offered by solution 2, but the difference is that we use simultaneously both the local P-GW/GGSN and the Core Network P-GW/GGSN. This means the traffic offloading is not “hidden” to the Core Network, since the SGSN or MME are aware of the 2 PDN gateways. Separate tunnels 
are established with each P-GW/GGSN although both see it as the same PDP context. The SGSN/MME has to perform signalling twice during the procedure, towards each GGSN/P-GW. But the SGSN/MME should signal only once towards the UE as well as for Radio Access Bearer assignment.
Note: the choice between a local S-GW or using the CN S-GW for LTE architecture raises exactly the same issues than solution 1.

Important NOTE: here we contradict
 clause 5.10.1 of TS 23.401 which says that “all simultaneous active PDN connections of a UE that are associated with the same APN shall be provided by the same P-GW”.
The H(e)NB is extended with a routing function similar to the one used in solution 2. For each uplink packet, it determines if it has to be routed to the local P-GW/GGSN or if it has to go through the CN P-GW/GGSN. For downlink traffic both flows are aggregated by the H(e)NB towards the UE. This is detailed below.
Path management
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The route for packets has one branch between the UE and the H(e)NB, and then 2 branches towards each P-GW/GGSN. In order to sort uplink traffic, the H(e)NB needs to associate the 2 tunnels to the gateways with the unique PDP context. The APN is no more sufficient to identify the tunnel, since the same APN is served by 2 packet gateways. A means of further identifying the tunnels is needed, that should be usable with the filter configuration in H(e)NB. Possible options are:
· Derive a specific name from the requested APN, to identify the offloading tunnel, e.g. by prefixing the request APN with something like “offload.”.

· Use the IP address of the packet gateway.

Note: in the (basic) case where H(e)NB is collocated with the local P-GW/GGSN, they probably share a common IP address, which allows the H(e)NB to easily identify the offloading gateway.

· FFS: other possible options?

The RAB assignment request sent from the SGSN to the HNB needs to be modified, because only one RAB should be established and associated with the 2 tunnels. We need a unique RAB associated to the PDP context in order to keep the UE side unchanged. So in the request, we need to provide two TEID for the same request.
IP address allocation

For dedicated contexts, IP address allocation follows the usual procedures, thus allocating either an address in the LAN subnet for offloaded context or some address belonging to the MNO operator for non offloaded context.

For a mixed context, IP address allocation should be provided by only one of the GGSN/P-GW, following usual context establishment procedures, with possible option of the address requested by the UE through DHCP after context establishment. Two variants are possible here, but we prefer the first one:

1. Keep IP address management entirely in GGSN/P-GW:

The Core Network GGSN/PGW provides an IP address as usual.

For the local GGSN/P-GW, this means the IP address for the context is imposed. But this address is not to be used to access the LAN IP network. So the create PDP context request should be extended to indicate this to the L‑GGSN/L‑PGW. It also requires indeed that the L‑GGSN/P-GW implements NAT to go from this imposed address to an address suitable to the LAN access, as explained in downlink/uplink packet management below.
With main UE IP address allocation kept in the Core Network GGSN/P-GW, there is no change in GGSN/P‑GW implementation, and also the UE gets the same behaviour as without breakout.

2. Manage address translation in the H(e)NB:

Then both GGSN/P-GW allocate an IP address following existing procedures, but the H(e)NB modifies the IP address of the UE in all packets that are offloaded and keeps the address unchanged for CN traffic.

Downlink packets:

Downlink traffic arrives at local P-GW/GGSN for LIPA/SIPTO, and at CN P-GW/GGSN for non offloaded traffic.

When the UE is in active mode, in both cases the gateway routes the packets normally through GTP. The local GW should have some “direct tunnel” to the H(e)NB so that user traffic does not go through the S-GW/SGSN situated in the Core Network. The CN gateway either routes packets through the S-GW/SGSN or has a direct tunnel.

The H(e)NB thus receives packets from either tunnel, removes the GTP envelope and forwards the packets to the UE through PDCP. All the traffic is aggregated on one RAB.

When the UE is in idle mode, direct tunnel(s) are disabled by MME/SGSN and packets are tunnelled to the (Core Network) S‑GW/SGSN, where they are buffered during the paging procedure.
NOTE: Further optimization is possible for LIPA/SIPTO traffic if the packets are buffered in the local gateway and only a single packet (may be a dummy packet
) is sent through the S-GW/SGSN. This avoids having too many data going two times over the residential access link.
This is also a way of avoiding privacy issues in the case of enterprise networks which do not want their private traffic to go through the operators’ network.
Uplink packets:

A filtering function is included in the H(e)NB and activated for mixed traffic. This filtering function examines each uplink packet for at least the destination address/port and maybe additional criteria. Based on the result of the filter, packets are then sent on one of the two tunnels towards local P-GW/GGSN or the CN P-GW/GGSN.
If mixed traffic for SIPTO is supported is not decided yet. In this case the filtering function is located near the breakout point, e.g. in the RNC.

Mobility

Since the MME/SGSN is aware of LIPA/SIPTO connections, some mobility support can be provided.
UE leaving the HNB:

· A context only using the CN GGSN/P-GW is maintained as usual.

· A context dedicated to LIPA can be maintained as usual (with the L-GGSN/L-PGW), providing remote access to home. However, the charging policy may change on this event. It is FFS what impact it has on L-GGSN/L-PGW and/or SGSN/S-GW.
A context dedicated to SIPTO can be maintained the same way but this should be a decision of the system since maintaining such a context means the packets sent to Internet will go to the L-GGSN/L-PGW from the remote UE, so downlink on the DSL access, and then routed to the Internet from L-GGSN/L-PGW through the DSL uplink again.

· For a mixed context, uplink traffic sorting is supposed to occur in the HNB filter function. This would require sending all the context traffic to the HNB (through DSL access) including the non offloaded traffic, and then routing again Internet traffic on the DSL uplink, either to reach the CN GGSN/P-GW through a tunnel or to route locally to the Internet access.

To avoid this it would be necessary to have a filtering function in the CN (FFS
).

Note that SIPTO downlink traffic also goes twice on the DSL access.

UE entering the HNB:
· A context only using the CN GGSN/P-GW is maintained as usual.

· Either no context is for LIPA/SIPTO traffic, or it would be the result of a previous move out of the HNB.

Returning to a previous case of LIPA/SIPTO should be possible with same issues as told for leaving the HNB. Probably the problem is how to know whether we are in this case or not.
Triggering LIPA from a “normal” context does not seem a real case, since it would mean you where on a remote access to the home (through which mechanism?) and able to identify it,

Triggering SIPTO from a “normal” context when the UE enters the HNB has the following issues:

· For a dedicated APN, this would mean “relocating” the GGSN/P-GW to the local one

· For a mixed APN, this would mean starting the filtering and using two GGSN/P-GW: in addition to managing the new (local) GGSN/P-GW.

· In both cases, the local GGSN/P-GW will use a new public address (allocated by the ISP) different from the one used by CN GGSN/P-GW. This will break existing TCP sessions
.
3. Evaluation

Our proposal brings the following benefits:

· Both dedicated contexts and mixed context are supported.

· In case of mixed context, the offloaded traffic is known and controlled, thanks to the use of the local GGSN/P‑GW.

· No user-plane transport resources are allocated in the Core Network for connections dedicated to offloaded traffic.

It has the following issues
:

· Need to change the principle of unique GGSN/P-GW serving PDN connections for the same APN.
· 

· As for sol. 1, it is FFS how to route offloaded traffic directly between HeNB and local P-GW.

· There are cases where mobility has limitations.
4. Conclusion

<to be completed>
It is proposed to add the following chapter to TR 23.829 
* * * First Change * * * *
5.x
Solution x – multiple packet gateway based architecture
5.x.1
Applicability
This solution supports the following scenarios:

-
Local IP Access for H(e)NB subsystem

-
Selected IP Traffic Offload for H(e)NB subsystem

-  
Selected IP Traffic Offload for macro network

The solution allows both approaches, separating the APNs for breakout and non breakout traffic, or using a single APN for both traffic types.The decision if a given PDN connection is used for breakout, non-breakout, or both is done at context establishment by the MME or SGSN respectively.
5.x.2
Architectural principles
The solution allows different types of PDP contexts, pure breakout contexts (LIPA, SIPTO), non-breakout contexts, and mixed contexts.
-
Pre-Rel-9 UEs can simultaneously access LIPA, SIPTO and  mobile operator's Core Network PDN connections, this is done with separate PDN connections if supported, and on a single PDN connection otherwise.
-
For  traffic going through the mobile operator's Core Network, the P-GW/GGSN is located within the core network;
-
For LIPA traffic a Local P-GW/GGSN function is located within the femtocell gateway; for SIPTO traffic for Macro Network, a Local P-GW/GGSN function is located on or above the RNC/eNB;
-
A dedicated APN may be used to indicate that the PDN connection established through this APN is for LIPA or SIPTO. All the traffics associated with this PDN connection are offloaded.
-
When a single PDN connection serves both, breakout and non-breakout traffic, the SGSN/MME establishes simultaneously connections with both the local P-GW/GGSN and the Core Network P-GW/GGSN. 
-
A filtering and a NAT function inside the femtocell gateway  routes traffic to the correct P-GW/GGSN and aggregates returning traffic ensuring address translation when a single PDN context is used.
-
Address allocation for dedicated contexts follows the usual procedures, i.e. done by P-GW/GGSN or by the UE through DHCP.
-
for mixed contexts both local and core network P-GW/GGSN allocate an address, but only the latter is known to the UE. Necessary address translation is done inside the femtocell gateway.
Additional principles applying to UMTS only:

-
the connection between the HNB and the L-GGSN is a direct tunnel
Additional principles applying to EPS only:

-
for the connection between the HeNB and the L-P-GW an equivalent solution to the direct tunnel is to be  studied,
5.x.3
Open Issues


Whether address translation is done inside the H(e)NB or the L-P-GW/GGSN.
To which extend mobility support can be provided
If mixed traffic for SIPTO is supported

* * * End of Changes * * * *
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Figure � SEQ Figure \* ARABIC �1�: traffic splitting in femtocell gateway (UMTS entities)








�This includes current location (NB attached  to) and its LIPA/SIPTO support.


�Si on sait dès le début qu’on fait seulement LIPA ou seulement du service opérateur, alors on établit un contexte dédié, comme dit dans le paragraphe précédent.


Retarder l’établissement des tunnels est difficile, car comment le SGSN saura-t-il qu’un paquet est émis du terminal en direction de tel ou tel réseau? Ce sera trop tard…


�See also TS 29060-870 7.3.1 page 23


�I suggest ICMP message type 8 (echo request). Only point is to check if SGSN/S-GW does not have a specific behaviour with the ICMP protocol, that would prevent paging to occur.


Additionally, the HNB (which generates the dummy packet) would be able to intercept the packet when it is sent downlink from SGSN/S-GW to UE, so as not to disturb UE operation.


�Is it what the TOF of sol. 4 offers?


�To my knowledge, there is no appropriate procedure to do this.


�SCTP?


�Indeed, we could list here many issues listed for sol. 1 and/or sol. 2 that are applicable.


�Je mets ça dans la liste des problèmes, mais c’est gênant de le citer sans aller creuser si c’est possible…


 Soit on trouve des éléments de réponse


 Soit on ne le dit pas (peut-être quelqu’un trouvera ça tout seul)


�Ok, removed from the document, but to be kept in our minds: “It is FFS if combining a local GGSN in the HNB with a P-GW in the Core Network or conversely combining a local P-GW with a GGSN in the core network is possible.�”
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