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1
Introduction
Based on the analysis for the typical LIPA/SIPTO architecture and several scenarios, this contribution discusses and proposes a feasible architecture.
2
Discussion

2.1 Architecture
Some typical architecture solutions for EUTRAN system are listed and analyzed here:
2.1.1 Architecture Alternative 1: Two SGWs respectively for LIPA/SIPTO traffic and CN traffic
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-  There are two SGWs in the architecture. The LIPA/SIPTO and CN traffic go through different SGWs, i.e. the LIPA/SIPTO traffic is offloaded directly from the L-SGW/L-PGW and the traffic to core network will be handled by the S-GW located near the MME in core network.
·  In this architecture, the MME needs to have the ability to select the L-SGW/L-PGW for LIPA/SIPTO PDN connection according to the UE location;
·  In this architecture, the MME may need to select a new Serving GW during PDN connection establishment, while keeping the original Serving GW for another PDN connection. This will cause changes to PDN connection establishment procedure;
·  The MME needs to decide whether to keep the LIPA/SIPTO connection or release it after movement.
·  This architecture violates the existing one Serving Gateway assumption for EPS.

2.1.2 Architecture Alternative 2: One SGW for both LIPA/SIPTO traffic and CN traffic
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-  There is only one SGW in this architecture, which serves both LIPA/SIPTO traffic and non-LIPA/non-SIPTO traffic. The LIPA/SIPTO traffic is offloaded directly from the S-GW/L-PGW and the traffic to core network will be handled by the S-GW located in local network and the P-GW in core network.
-  MME needs to be upgraded;
· The MME should have the ability to select the S-GW/L-PGW according to the UE location. And the MME should prioritize the selection of an S-GW, close to the RAN if it’s available, regardless whether the offload PDN connection is to be established right away.
· The MME should have the ability to decide whether to keep LIPA/SIPTO PDN connection or release it after movement.
-  This architecture has potentially more SGW relocations for traffic to CN than alternative 1 since the Serving Gateway is now distributed, especially if the SGW is collocated with the HeNB.
2.1.3 Architecture Alternative 3: One SGW only for CN traffic
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-  There is one SGW in core network in this architecture. For LIPA/SIPTO traffic, apply direct tunnel between eNB/HeNB and L-PGW in active mode and paging via S-GW in core network while in idle mode. The traffic to core network will be handled by the S-GW and the P-GW in core network.
-  MME needs to be upgraded;

· The MME should have the ability to select the L-PGW close to the HeNB/eNB, and manipulate to establish direct tunnel between eNB/HeNB and L-PGW.

· The MME has to manage an interface toward the L-PGW for establishing the direct tunnel between RAN and L-PGW.

· The MME needs to switch the tunnel to S-GW in the core network when the UE turns to idle state (impact to S1 release procedure).
· The MME should have the ability to decide whether to keep LIPA/SIPTO PDN connection or release it after movement.
-  SGW needs to be upgraded to support switch the tunnel from L-PGW to serving GW in core network when UE state turns to idle. 
-  More impact to current procedures, comparing to the Architecture Alternative 1 and 2:

· In Attach and PDN connection establishment procedure, the MME establish the direct tunnel between RAN and L-PGW.
· In S1 release procedure, the MME establishes the connection between Serving GW in core network, the RAN, and the L-PGW.

· In Service request procedure, the MME re-establish the direct tunnel between RAN and L-PGW.
· It has also impacts to detach, handover, TAU procedures.
-  Detour the path of LIPA/SIPTO traffic while paging via S-GW;
2.1.4 Comparison of Architecture of Alternative Solutions
The following table is a comparison of the alternative solutions listed in the previous sections:
	
	Architecture Alternative 1
	Architecture Alternative 2
	Architecture Alternative 3

	MME upgrade
	-  L-SGW/L-PGW selection;

-  Mobility determination;

-  Two Serving Gateways support;
	-  S-GW/L-PGW selection;

-  Mobility determination;
	-  L-PGW selection;

-  Direct tunnel support;
-  New interface toward L-PGW
-  Mobility determination;

	SGW upgrade
	N/A
	N/A
	-  Tunnel switch to CN when the UE becomes idle and delete LIPA/SIPTO context while the UE becomes active;

-  Tunnel switch to L-PGW when UE turns to active state;

	SGW Relocation
	N/A
	Potential more S-GW relocation for traffic to CN
	N/A

	L-PGW/L-SGW Function
	Full or Partial SGW function

Partial PGW function
	Full SGW function

Partial PGW function
	Partial PGW function

	Network Entities impacted
	MME
	MME
	MME, SGW

	Procedures impacted
	MME logic enhancement for L-PGW selection according to UE location.
Impacts to PDN connection establishment procedure to support selecting a new SGW.
	MME logic enhancement for S-GW and L-PGW selection according to UE location. Procedures are not impacted.
	Major impacts on Service Request, TAU, S1 release, Handover, PDN connectivity establishment, detach.


We will next analyze the LIPA/SIPTO scenarios, and see which architecture is most appropriate for a certain scenario. In the TR°23.8xy, the following scenarios are defined:

-
Scenario 1: Selected IP traffic offload (e.g. Internet traffic, corporate traffic) for the macro network (3G and LTE only).

-
Scenario 2: Selected IP traffic offload – SIPTO – (e.g. Internet traffic) for Home eNodeB Subsystem;

-
Scenario 3: Local IP access – LIPA – to residential/corporate local network for Home eNodeB Subsystem;
Scenario 1: SIPTO for the macro network
In this scenario, the UE can access a defined IP network via the eNB. The SIPTO related network entities, i.e. eNB and L-PGW/L-SGW, are provided by the operator.

In order to minimize the impact on the current EPS architecture and procedures, and to conform to one Serving GW principle, the architecture alternative 2 is most appropriate for scenario 1.
Scenario 2: SIPTO for Home eNodeB Subsystem
The UE can access a defined IP network for the Home eNodeB Subsystem. The SIPTO related network entities, i.e. L-PGW/L-SGW, can be provided by the operator.
For this case, similar to the scenario 1, In order to minimize the impact on the current EPS architecture and procedures, and to conform to one Serving GW principle, the architecture alternative 2 is most appropriate for scenario 2.
Scenario 3: LIPA to residential local network for Home eNodeB Subsystem
As regards this scenario, a UE can be connected to other IP capable devices in the residential local network using HeNB radio access. And the traffic for LIPA is expected to not traverse the operator’s network. To access the device in the home or corporation network, the privacy and confidentiality needs to be considered. In addition, the IP address used by the UE to access the home/corporate network shall be in the same network segment with the other devices in home/corporate network. Obviously, it’s necessary that the L-PGW/L-SGW is located in home/corporate network, and is possible be collocated with the HeNB. For corporate scenario, if multiple HeNBs are deployed, a separate L-PGW/L-SGW can be deployed.
In this scenario, if the architecture alternative 3 is applied, it’s unacceptable since the LIPA downlink buffered traffic will be routed through the S-GW in CN, which will threat the security of the residential/corporate network. Therefore, the architecture alternative 1 and 2 can be applicable to the scenario 3. If a separate L-PGW/L-SGW is deployed, alternative 2 is most appropriate.
In all these scenarios, the L-SGW can be combined with the L-PGW. 
Although for scenario 2 alternative 1 is also applicable for home scenario, one common architecture for all the scenarios is preferred considering the complexity of the coexistence of multiple architectures. Hence, we recommend adopting architecture alternative 2 as the chosen solution.
Proposal 1: For E-UTRAN system, choose the architecture alternative 2 for all 3 scenarios.
Based on the architecture alternative 2, some key issues are discussed below.
2.2 L-PGW/S-GW Selection
For LIPA_SIPTO PDN connection, the MME should select an L-PGW/L-SGW which provides the LIPA/SIPTO PDN connectivity for the 3GPP access. For CN PDN connection, the MME should select an S-GW that provides the CN PDN connectivity for the 3GPP access.
There are some alternatives for the MME to get the address of L-PGW/S-GW described as follows:
Alternative 1: The eNB/HeNB informs the MME of the L-PGW/S-GW during the PDN connection establishment.
-  The eNB/HeNB needs to know the address of L-PGW/S-GW;
-  Impact the current eNB and MME;
-  Some S1-MME messages need be modified.

Alternative 2: The MME chooses the L-PGW/S-GW using Domain Name Service function, taking into account the UE location during the PDN connection establishment.

-  Impact the current GW selection function of the MME;
-  Impact the DNS server;

Alternative 3: The MME chooses the L-PGW/S-GW in a new operator’s server, which stores the mapping between the UE location and the L-PGW/S-GW ID. 
-  The operator’s server needs to acquire the relationship between L-PGW/S-GW and HeNB/eNB;

-  Impact the current MME and add a new logic entity in the network;

For the LIPA/SIPTO PDN connection, if the S-GW is combined with the L-PGW, the MME will select a combined S-GW/L-GW.
For the CN PDN connection, when the first CN PDN connection is established, if the UE is allowed to establish the LIPA_SIPTO PDN connection, the MME shall select an S-GW close to HeNB/eNB for the UE to serve both traffic to CN and traffic to internet.
Comparing the 3 GW selection alternatives, we recommend selecting local GW by using the enhanced DNS. However, for the scenario 3 (i.e. LIPA to residential/corporate local network for Home eNodeB Subsystem), the amount of HeNB related resource records in DNS server will be too large if using the DNS to look up for the L-PGW/L-SGW, to solve this issue, the HeNB collocated with L-PGW/L-SGW can indicate the IP address of the L-PGW/L-SGW to the MME.
Proposal 2: The alternative 1 is preferred if the L-PGW/L-SGW is collocated with the HeNB, for other scenarios, the alternative 2 is preferred.
2.3 Mobility Support
It is necessary to support limited mobility in some LIPA_SIPTO scenarios, e.g. LIPA to residential/corporate local network for Home eNodeB Subsystem. The network entities, i.e. MME, shall determine whether to release the LIPA/SIPTO PDN connection after movement.
-  During the TAU procedure, if a new L-PGW is selected by the target MME due to UE location change, the target MME will include a LIPA/SIPTO failure indication to the source MME in the Context Acknowledge message. According to the indication, the source MME will release the LIPA/SIPTO PDN connection if the LIPA/SIPTO failure indication is received.

-  During the HO procedure, if a new L-PGW is selected by the target MME due to UE location change, the LIPA/SIPTO bearers will not be able to be established in target side. The target MME will include the failed LIPA/SIPTO bearers in Forward Relocation Response message, and the source MME will release LIPA/SIPTO PDN connection accordingly. 
On the other hand, the interaction with the pre-R10 MME which cannot support the LIPA/SIPTO connection (e.g. MME cannot select the appropriate L-PGW for the LIPA/SIPTO connection) shall be taken into account. 
-  During the TAU procedure, if the target MME supports LIPA/SIPTO, the MME sends an LIPA/SIPTO support indication to the source MME. If the target MME doesn’t support LIPA/SIPTO, the source MME shall release the relative PDN connections.
-  During the HO procedure, the target MME may return connection establish failure if the LIPA/SIPTO PDN connection cannot be handled successfully. The source MME will release LIPA/SIPTO PDN connection accordingly.
Proposal 3: 
After movement of the UE, the target MME decide whether to release LIPA/SIPTO PDN connection according to the UE location. The target MME sends an LIPA/SIPTO PDN connection release indication to the source MME, and the source MME releases the LIPA/SIPTO PDN connection accordingly.
The source MME shall release LIPA/SIPTO PDN connection if the target MME cannot support LIPA/SIPTO.
2.4 Authorization Issue
When developing LIPA_SIPTO, it would be desirable that mobile operator is able to decide whether the connection UE requested could be established as LIPA/SIPTO or not, e.g. based on operator’s policy and/or UE’s subscription. 

The following requirements are defined in TS 22.220 and TS22.101:
-  The operator or the HeNB Owner, within the limits set by the Operator, shall be able to enable/disable Local IP Access to the home based network per HeNB.(defined in TS22.220)

-  For OA&M purposes, the mobile operator shall be able to enable/disable Selected IP Traffic Offload for certain parts of the network on a per network element level.( defined in SA1#47 and will be included in TS 22.101)

As required by such requirements, the operator or the HeNB Owner shall be able to enable/disable LIPA/SIPTO per network element (e.g. HeNB, eNB). So before establishing LIPA/SIPTO connection, the capability of such NEs whether allowing LIPA/SIPTO or not should be checked first. 

For non CSG member, the HeNB Owner or operator may or may not allow them access to some specific IP network via LIPA/SIPTO (e.g. don’t allow access to residential/corporate local network, but allow access to Internet ). This information should be taken into account when establishing LIPA/SIPTO connection.

Therefore, the following information may be used to perform authorization:

· UE’s subscription which could be inserted to MME by HSS;

· operator’s policy which may be preconfigured in MME;
· The capability of whether allowing LIPA/SIPTO by HeNB. The capability could be reported to MME by HeNB/HeNB GW; 
When UE initiates attach/PDN connectivity procedure, MME should acquire such information and evaluate whether LIPA/SIPTO connection needs to be established.

Proposal 4: 
The MME uses the following information to perform authorization: UE’s subscription, operator’s policy, the capability of NEs. The MME should evaluate whether LIPA/SIPTO connection needs to be established based on these information.
The UE’s subscription could be inserted to MME by HSS.

The operator’s policy may be preconfigured in MME.
The capability of of HeNB could be reported to MME by HeNB/HeNB GW. 

3
Proposal

The proposed change is in S2-096638.
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