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Abstract of the contribution: This contribution presented different variants for LIPA/SIPTO solution 1, and compares the pro and cons of the different approaches.
1. Introduction:

In TR23.829v0.2.0, sub-clause 5.2.3 is dedicated to the description of solution 1 variants. However, no content has been incorporated yet. This paper is aiming at providing the detailed description and comparison of the variants that are suit for this subclause. 
Based on the existing proposals, there are three variants of solution 1, which share the principles listed in sub-clause 5.2.2. These variants differ in how they address one of the open issues of 5.2.4: 
“

Open issues applying to EPS (LTE and S4-based UMTS) only:

-
Location, number and possible subset of S-GW functions (two S-GWs (in HeNB and core network) vs. one S-GW with relocation)

-
S11 interface to the HeNB to manage bearer setup for LIPA
”
These variants can be summarized as: 
· Different S-GWs for LIPA/SIPTO and ECP Access: a S-GW is implemented in HeNB for LIPA/SIPTO PDN Connection, and another is in the CN for core network PDN Connection; or

· 1 S-GW with relocation: when UE is in CSG cell accessing LIPA/SIPTO, the S-GW is relocated to H(e)NB, and when UE moves out of CSG cell, the SGW is relocated to core network;
· 1 SGW with local direct link for LIPA/SIPTO: the S-GW is always located in core network, and LIPA/SIPTO PDN access is routed locally with a direct link established within H(e)NB;

Detailed description and analysis of the variants are provided in the following section.  

2. Proposed changes
To adopt the text of section 2 of this paper into TR23.829 v0.2.0 subclause 5.2.3: 
************************* 1st Change *************************
5.2.3 Architecture Variants

5.2.3.1 Variants A type: Different S-GW for LIPA and EPC access

5.2.3.1.1 Variant A1: Different S-GWs for LIPA/SIPTO and EPC access 

5.2.3.1.1.1 General architecture overview
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Figure 5.2.3.1.1.1-1: Architecture variant with different S-GWs for LIPA/SIPTO and EPC access
As shown in the Figure 5.2.3.1.1.1-1, this architecture variant has two different S-GWs for a UE. This means the S4-SGSN/MME needs to allocate a new local S-GW when the UE establishes the PDN connection for the LIPA or/and SIPTO access. The local S-GW is collocated with the HeNB and connected to LIPA L-GW and/or SIPTO L-GW that can be either collocated with the HeNB or not.

NOTE: 
This is different from the current architecture assumption of a single S-GW for a UE, i.e. subclause 4.4.3.2 of TS23.401v9.2.0. 

5.2.3.1.1.2 Architecture requirements on network elements

The architecture impacts to the different network elements are reflected in the interfaces they need to implement. 

For a H(e)NB subsystem that supports this variant, following interfaces are implemented:

· S4/S11 control plane subset (to S4-SGSN/MME);

· Iu/S1-MME (to S4-SGSN/MME);

· S1-U (to core network S-GW);

· S5 (to L-GW if not collocated with H(e)NB);

Compared to a normal eNB, it implements the additional S4/S11 interface and the corresponding control plane function for the local S-GW. If the L-GW is not collocated with H(e)NB, an additional S5 needs to be implemented.

From MME point of view, for every H(e)NB subsystem that supports LIPA/SIPTO, it needs to have the following interfaces:

· S4/S11 (to S-GW in the H(e)NB subsystem, i.e. L-GW); 
· Iu/S1-MME (to HNB or HeNB);

· S4/S11 (to S-GW in the core network):

Compared to a system that does not support LIPA/SIPTO, the S4-SGSN/MME needs to establish one additional instance of S4/S11 to each H(e)NB that supports LIPA/SIPTO. Therefore, the number of control plane interfaces at MME/SGSN needs to be increased accordingly. 

5.2.3.1.1.3 Open issues for Variant A1

For this variant to work, the following open issues need to be resolved:
· Change of the working assumption that a single Service Gateway for a UE in TS23.401;

· Resolve the scalability issue for the S4-SGSN/MME on the additional S4/S11 interface to H(e)NB;

· Mobility support for the LIPA/SIPTO access;

5.2.3.1.2 Variant A2: Different S-GWs for LIPA/collocated-SIPTO and EPC access

5.2.3.1.2.1 General architecture overview
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Figure 5.2.3.1.2.1-1: Architecture variant with different S-GWs for LIPA/collocated-SIPTO and EPC access
As shown in the Figure 5.2.3.1.1.2-1, this architecture variant has two different S-GWs for a UE as in variant A1. This means the S4-SGSN/MME needs to allocate a new local S-GW when the UE establishes the PDN connection for the LIPA or collocated-SIPTO access. The local S-GW is collocated with the HeNB and connected to LIPA L-GW that can be either collocated with the HeNB or not. The local S-GW is connected to SIPTO L-GW when this L-GW is collocated with the HeNB. When the SIPTO L-GW is not collocated with the HeNB, the SIPTO and the EPC Access traffic can use the same S-GW, which can be either collocated or close to the SIPTO L-GW. This would ease the service continuity at handover between HeNB and macro network for SIPTO since the SIPTO S-GW is not collocated with the HeNB.

NOTE: 
This is different from the current architecture assumption of a single S-GW for a UE, i.e. subclause 4.4.3.2 of TS23.401v9.2.0. 

5.2.3.1.2 Architecture requirements on network elements

The architecture impacts to the different network elements are reflected in the interfaces they need to implement. 

For a H(e)NB subsystem that supports this variant, following interfaces are implemented:

· S4/S11 control plane subset (to S4-SGSN/MME);

· Iu/S1-MME (to S4-SGSN/MME);

· S1-U (to core network S-GW);

· S5 (to L-GW if not collocated with the H(e)NB);

Compared to a normal eNB, it implements the additional S4/S11 interface and the corresponding control plane function for the local S-GW. If the LIPA L-GW is not collocated with H(e)NB, an additional S5 needs to be implemented.

From MME point of view, for every H(e)NB that supports LIPA/SIPTO, it needs to have the following interfaces:

· S4/S11 (to S-GW in the H(e)NB subsystem, i.e. L-GW); 
· Iu/S1-MME (to HNB or HeNB);

· S4/S11 (to S-GW in the core network):

Compared to the system that does not support LIPA/SIPTO, the S4-SGSN/MME needs to establish one additional instance of S4/S11 to each H(e)NB that supports LIPA/SIPTO. Therefore, the number of control plane interfaces Therefore, the number of control plane interfaces at MME/SGSN needs to be increased accordingly.

5.2.3.1.3 Open issues for Variant A2

For this variant to work, the following open issues need to be resolved:
· Change of the working assumption that a single Service Gateway for a UE in TS23.401;

· Resolve the scalability issue for the S4-SGSN/MME on the additional S4/S11 interface to H(e)NB;

· No mobility support issue for SIPTO; if required (FFS), mobility support for the LIPA access;

5.2.3.2 Variant B: One S-GW with relocation5.2.3.2.1 General architecture overview
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Figure 5.2.3.2.1-1: Architecture variant with one single S-GW with relocation
In this variant, the UE has an S-GW allocated by the S4-SGSN/MME in the core network, when it is first attached to the network. During the UE requested PDN connectivity procedure for the LIPA or SIPTO access, the S4-SGSN/MME decides that a relocation of the S-GW should happen, and therefore, relocates the S-GW from the core network to the H(e)NB subsystem. After the relocation, the S-GW in the H(e)NB serves both the LIPA/SIPTO access and the access to the core network. The local S-GW is located within the HeNB subsystem and connected to LIPA L-GW and/or SIPTO L-GW that can be either collocated with the HeNB or not.

 NOTE: 
For this variant to work, the S4-SGSN/MME must be able to perform the S-GW relocation during the UE requested PDN connectivity procedure. This requires some change to the subclause 5.10 of TS23.401. 

5.2.3.2.2 Architecture requirements on network elements

The architecture impacts to the different network elements are reflected in the interfaces they need to implement. 

For a H(e)NB subsystem that supports this variant, the following interfaces are implemented:

· S4/S11 (to S4-SGSN/MME);

· Iu/S1-MME (to S4-SGSN/MME);

· S5 (to core network P-GW);

· S5 (to L-GW if not collocated)

Therefore, for this alternative, the H(e)NB needs to implement one more interface in control plane, i.e. S5. It is FFS if it is possible to optimize the control interfaces between H(e)NB subsystem and the S4-SGSN/MME when the S-GW is collocated with H(e)NB. 
From MME point of view, for every H(e)NB that supports LIPA/SIPTO, it needs to have the following interfaces:

· S4/S11 (to local S-GW in the H(e)NB subsystem);

· Iu/S1-MME (to HNB or HeNB);

Compared to Variant A, the S4-SGSN/MME saves on one S4/S11 interface to the S-GW in the core network. However, considering the small number of S-GW in the core network, this saving is not significant. The S4-SGSN/MME still needs to implement two control plane interfaces for each H(e)NB that supports LIPA/SIPTO.

5.2.3.2.3 Open issues for Variant B

This variant needs to resolve the following open issues:

· The S-GW relocation signalling overhead and its impact to the services over access to the core network;

· When to relocate the S-GW back to core network, e.g. after the disconnection of the LIPA/SIPTO PDN connection ; 

Other than the above issues, this variant also has some impact to the session/bearer management for the PDN connection to the EPC access when the UE is under the H(e)NB. In this case, the signalling flow actually goes via the Broadband IP Backhaul many times for one round trip of the signalling. This introduced a significant delay in the session management for the UE’s access to EPC. 

5.2.3.3 Variant C: 1 S-GW with local direct link

5.2.3.3.1 General architecture overview
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Figure 5.2.3.3.1-1: Architecture variant of 1 S-GW with local direct link in H(e)NB

In this variant, only one S-GW is used for both LIPA/SIPTO access and EPC access in control plane. 

When UE is in CONNECT Mode, in U-plane, the LIPA/SIPTO access flow will go through the direct link (Sxx) from the H(e)NB to the L-GW function for the LIPA access, when the UE is in the CSG cell. Therefore, as shown in the figure, the S1-U interface between H(e)NB and S-GW only carries data flow for the EPC access, and S5 interface between S-GW and P-GW function for LIPA is only in control plane. 

The establishment of the direct link (Sxx) for the LIPA/SIPTO access is triggered during the UE requested PDN connectivity procedure; it is a kind of extension of the Direct Tunnel option from RAN-SGW tunnelling to RAN-PGW tunneling. The H(e)NB is informed by the S4-SGSN/MME to use the direct link for the LIPA/SIPTO PDN connection. When the L-GW is not collocated with the H(e)NB, the configuration information between L-GW and H(e)NB for establishing the direct link (Sxx) can be relayed via the MME or UE. The direct link (Sxx) can be just another instance of the S1-U interface. In this case, the L-GW address and TEID, etc, should be made known to the H(e)NB. This could be achieved by L-GW sending a transparent container to H(e)NB via the S-GW and MME, or by MME indicating in a direct link establishment command over the enhanced Iu/S1-MME interface. Such information should be associated with the PDN connection for the LIPA/SIPTO traffic. Thus, the H(e)NB can direct the LIPA/SIPTO traffic to the L-GW once it received the information and established the Sxx.

The Sxx should be removed by the H(e)NB when the bearer for the LIPA/SIPTO connection is removed, e.g. UE moves out of the cell, or disconnect the PDN for LIPA/SIPTO, etc. L-GW is informed of the removal of Sxx by the bearer or PDN management signalling. After removal of Sxx, any LIPA flows data received on the LIPA/SIPTO L-GW function will be forwarded to S-GW in the core network via the S5 interface. This can support the LIPA/SIPTO triggered paging for the UE. 

5.2.3.3.2 Architecture requirements on network elements

Comparing to other alternatives, this architecture requires the H(e)NB subsystem to implement the following interfaces:

· Iu/S1-MME (to S4-SGSN/MME);

· S5 (to core network S-GW);

· S1-U (to core network S-GW);

· Sxx (to the L-GW if no collocated with the H(e)NB); This could be another instance of S1-U;

Therefore, it needs to implement an S5 interfaces instead of S4/S11. It is FFS if the control interface can be optimized if the L-GW collocates with the H(e)NB. 
As for the S4-SGSN/MME, it only needs to implement the normal interfaces that supports the H(e)NB subsystem:

· Iu/S1-MME (to the H(e)NB);

· S4/S11 (to the core network S-GW); 

For the S-GW in the core network, it needs to implement additional S5 interface to the P-GW function for LIPA/SIPTO (in the H(e)NB). 

5.2.3.3.3 Open issues for Variant C

This variant needs to resolve the following open issues:

· How to dynamically establish and tear down the direct link for a specific UE, especially for SIPTO case;

· How to avoid unnecessary data forwarding to S-GW in core network for LIPA/SIPTO triggered paging.

5.2.3.4 Comparison of different alternatives

A summary of the different variants is provided in Table 1 for comparison. 

Table 1: Comparison of different alternatives
	Type of Variant
	H(e)NB subsystem
	MME
	SGW in the core network
	Open Issues

	Variant A: Two S-GW
	Subset of S4/S11 (to S4-SGSN/MME);


Iu/S1-MME (to S4-SGSN/MME);

S5 (to core network P-GW);

S5 (to L-GW if not collocated with the H(e)NB).
	Subset of S4/S11 (to S-GW in the H(e)NB);


Iu/S1-MME (to HNB or HeNB);

S4/S11 (to S-GW in the core network)
	S4/S11 (to MME);

S1-U to H(e)NB;
	Changes current architecture assumption of 1 S-GW for 1 UE;

Has scalability issue for the MME, since it needs to have S4/S11 for each H(e)NB;

Variant A1 may have SIPTO continuity issue when SIPTO L-GW not collocated with HeNB. Variant A2 has not this issue.



	Variant B: One S-GW with relocation
	S4/S11 (to S4-SGSN/MME);

Iu/S1-MME (to S4-SGSN/MME);

S5 (to core network P-GW);

S5 (to L-GW if not collocated with the H(e)NB).
	S4/S11 (to S-GW in the H(e)NB);

Iu/S1-MME (to HNB or HeNB);
	N.A. 
	S-GW relocation signalling overhead;

Signalling delay for PDN connections for EPC access;

Have scalability issue for the MME, since it needs to have S4/S11 for each H(e)NB;

	Variant C: One S-GW with local direct link for LIPA/SIPTO
	Iu/S1-MME (to S4-SGSN/MME);

S5 (to core network S-GW);

S1-U (to core network S-GW);

Sxx (to L-GW if not collocated with the H(e)NB), Sxx is similar to S1-U;
	S4/S11 (to S-GW in the core network);

Iu/S1-MME (to HNB or HeNB);
	S4/S11 (to MME);

S1-U (to H(e)NB);

S5 (to H(e)NB);
	Dynamic direct tunnel management, for SIPTO case;

Packet buffering for paging;


************************* End of 1st Change *************************

************************* Start of 2nd Change *************************

5.2.4
Open architectural issues

This section lists the open architectural issues which have been identified for this solution.

Common open issues applying to both UMTS and EPS:

-
It is FFS whether the H(e)NB provides Legal Intercept (LI) functionality;
-
It is FFS whether and how to assist the backhaul operator to perform legal intercept (e.g., by making core network aware of IP address assigned to LIPA or SIPTO PDN connection);
-
It is FFS whether Mobility (to macro-network and another H(e)NB) is supported/required for LIPA and/or SIPTO traffic;
-
It is FFS whether QoS for LIPA and/or SIPTO traffic is based on static policies (no Gx to H(e)NB).
Open issues applying to UMTS only:

-
Location of LIPA and SIPTO session management is FFS.



************************* End of 2nd Change *************************
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