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First changes
5.9.1
MBMS GW

One or more MBMS GW function entities may be used in a PLMN.

Note that MBMS GW may be stand alone or co-located with other network elements such as BM-SC or combined S‑GW/PDN GW.

MBMS GW functions include:

-
It provides an interface for entities using MBMS bearers through the SGi-mb (user plane) reference point;

-
It provides an interface for entities using MBMS bearers through the SGmb (control plane) reference point;

-
IP multicast distribution of MBMS user plane data to eNodeBs (M1 reference point);

-
IP multicast distribution of MBMS user plane data to RNCs (M1 reference point);

NOTE 1:
In case of mobility in or out from an MBMS service area, the service continuity is handled by the Service Layer (in UE and network).

-
It allocates an IP Multicast address and an IP of the multicast source (SSM) to which the eNodeB/RNC should join to receive the MBMS data. This IP Multicast address together with the IP address of the multicast source (SSM) and a C-TEID is provided to the eNodeB via MME and to the RNC via SGSN;

NOTE 2:
Care should be taken to avoid clashes among C-TEIDs generated in MBMS-GWs. and UTRAN/E‑UTRAN.

-
MBMS GW supports fall back to point to point mode where applicable for UTRAN access;

Editor's Note:
It is for further study regarding the need to support fall back to point to point mode for UTRAN access.

-
MBMS GW can communicate with multiple control plane entities (i.e. MME, SGSN and BM-SCs).

2nd changes
6.2
MBMS Bearer Context

The MBMS Bearer Context, which is referred to as MBMS Service Context in RAN, contains all information describing a particular MBMS bearer service and is created in each node involved in the delivery of the MBMS data.

In MBMS multicast mode a MBMS Bearer Context is created in the SGSN and GGSN when the first MBMS UE Context is created in the node or when a downstream node requests it. The MBMS Bearer Context is statically configured in the BM-SC Proxy and Transport Function; how this is done is out of the scope of this specification. The MBMS Bearer Context is created in the Iu mode BSC and in SRNC when a first MBMS UE Context is created in BSC/SRNC. MBMS Session Start procedure may create MBMS Bearer Context in a BSC/RNC which has no MBMS Bearer Context yet.

In MBMS broadcast mode, an MBMS Bearer Context is created in the MME/SGSN, MBMS GW/GGSN and RAN as a result of the MBMS Session Start procedure.

An MBMS Bearer Context, once created, can be in one of two states reflecting the bearer plane resource status of the corresponding MBMS bearer service.
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Figure 6: MBMS Bearer Context State Model

'Active' reflects the state of an MBMS Bearer Context in which bearer plane resources are required in the network for the transfer of MBMS data. This state is maintained as long as there is a corresponding MBMS session ongoing.

'Standby' reflects the state of an MBMS Bearer Context in which no bearer plane resources are required in the network for the transfer of MBMS data. This state is maintained as long as there is no corresponding MBMS session ongoing.

In MBMS broadcast mode, the MBMS Bearer Context is always implicitly in state 'active' (since it is created as a result of an MBMS Session Start procedure) and does not use the MBMS Bearer Context State Model in Figure 6.

The content of the MBMS Bearer Context is described in Table 2.

Table 2: MBMS Bearer Context for GPRS

	Parameter
	Description
	RAN
	SGSN
	GGSN
	BM-SC

	Multicast/broadcast mode
	MBMS bearer service in broadcast or multicast mode
	X
	X
	X
	X

	IP multicast address(
multicast mode only)
	IP multicast address identifying the MBMS bearer described by this MBMS Bearer Context.
	X
	X
	X
	X

	APN
(multicast mode only)
	Access Point Name on which this IP multicast address is defined.
	X
	X
	X
	X

	TMGI
	Temporary Mobile Group Identity allocated to the MBMS bearer service.
	X
	X
	X
	X

	Flow Identifier (broadcast mode only)
	Location dependent subflow of the MBMS bearer service. When present, the Flow Identifier together with the TMGI uniquely identify the MBMS Bearer Context.
	
	X
(note 1)
	X
(note 1)
	X
(note 1)

	GGSN TEID-C
	Tunnel Endpoint Identifier of GGSN for control plane.
	
	X
	
	

	GGSN IP Address for Control Plane in use
	The IP address of the GGSN used for the control plane.
	
	X
(note 4)
	
	

	State
	State of bearer plane resources ('standby' or 'active')
	X
	X
	X
	X

	Required MBMS Bearer Capabilities
(multicast mode only)
	Minimum bearer capabilities the UE needs to support 
	
	X
	X
	X

	QoS
	Quality of Service required for the MBMS bearer service.
	X
	X
	X
	X

	MBMS Service Area
	Area over which the MBMS bearer service has to be distributed.
	X
	X
	X
	X

	List of downstream nodes
	List of downstream nodes that have requested the MBMS bearer service and to which notifications and MBMS data have to be forwarded.
	
	X
(note 5)
	X
(notes 3, 4)
	X

	Number of UEs
(multicast mode only)
	Number of UEs hosted by the node that have joined the multicast MBMS bearer service.
	
	X
	X
	

	List of PMM-CONNECTED UEs
	List of PMM-CONNECTED UEs which have activated an MBMS service.
	X2)
	
	
	

	List of RAs
(multicast mode only)
	List of RAs, each of which contains at least one UE that has joined the MBMS bearer service.
	X1)
	X1)
	
	

	NOTE 1:
It is an optional parameter.

NOTE 2:
It is available only for UTRAN, not for GERAN.

NOTE 3:
For GGSN, the list at least includes the couples of the SGSN IP addresses and TEIDs for control plane, and the couples for user plane.

NOTE 4:
GSN that supports both IPv4 and IPv6 address types, stores only the IP address in use.

NOTE 5:
For SGSN, the list includes the registered DRNC.


Table 3: MBMS Bearer Context for EPS (E-UTRAN/UTRAN) broadcast mode only

	Parameter
	Description
	RAN
	MME/

SGSN
	MBMS-GW
	BM-SC

	MBMS GW TEID-C
	Tunnel Endpoint Identifier of MBMS GW for control plane.
	
	X
	
	

	TMGI
	Temporary Mobile Group Identity allocated to the MBMS bearer service.
	X
	X
	X
	X

	Flow Identifier 
	Location dependent subflow of the MBMS bearer service. When present, the Flow Identifier together with the TMGI uniquely identify the MBMS Bearer Context.
	
	X
(note 6)
	X
(note 6)
	X
(note 6)

	MBMS GW IP Address for Control Plane in use
	The IP address of the MBMS GW used for the control plane.
	
	X

(note 7)
	
	

	
	
	
	

	
	

	C-TEID
	Common Tunnel Endpoint Identifier of MBMS GW for user plane
	X
	
	X
	

	QoS
	Quality of Service required for the MBMS bearer service.
	X
	X
	X
	X

	MBMS Service Area
	Area over which the MBMS bearer service has to be distributed.
	X
	X
	X
	X

	List of downstream nodes
	List of downstream nodes that have requested the MBMS bearer service and to which notifications 
	
	X
(note 8)
	X
(note 9)
	X

	IP multicast and Source address for distribution 
	IP addresses identifying the SSM channel used for user plane distribution on the backbone network
	X
	X
	X
	

	MBMS HC indicator
	Flag set by BM-SC if it is using compressed header for the payload.
	
	X
	
	X

	NOTE 6:
It is an optional parameter.

NOTE 7:
MBMS GW that supports both IPv4 and IPv6 address types, stores only the IP address in use.

NOTE 8:
For SGSN, the list includes the registered DRNC.

NOTE 9:
For MBMS GW, the list at least includes the couples of the SGSN IP addresses and TEIDs for control plane


Editor's Note:
Additional parameters may be included as work progresses.
3rd changes
6.5
IP Multicast distribution

In MBMS GW it shall by configuration be possible to enable distribution of MBMS payload by using IP Multicast in the backbone network. IP Multicast distribution is done from MBMS GW to eNodeB or RNC downstream nodes. The Source Specific Multicast (SSM) service model shall be used by nodes and routers as specified in RFC 4607 [21] and RFC 4604 [22].

The MBMS GW chooses an IP Multicast address and a Source address for distribution. The proposed IP Multicast and Source address for distribution is indicated by the MBMS GW to the downstream MMEs and/or SGSNs at Session Start. The MME/SGSN forwards the request to the downstream eNodeB/RNC at Session Start.

In the UTRAN case, the RNC may accept or reject the proposed IP Multicast distribution in the MBMS Session Start Response to the SGSN. The RNC node shall indicate to SGSN if IP Multicast distribution is accepted in the Session Start Response.  If accepted the RNC shall report the channel (IP Multicast and Source address) to the backbone in order to join the bearer service multicast distribution. At Session Stop the RNC shall correspondingly report to the backbone in order to leave the bearer service multicast distribution.

IP Multicast distribution is only used within a PLMN.

MBMS GW shall assign IP Multicast addresses used for MBMS distribution according to RFC 4607 [21]. When several MBMS GWs are used for MBMS payload distribution, the used IP Multicast addresses shall be coordinated by configuration.

The receiving node controls itself what is received using the IGMPv3/MLDv2 protocol RFC 4604 [22].

The MBMS payload with the synchronization information received from the BM-SC shall be distributed by the MBMS GW with IP Multicast to the eNodeB/RNC. The synchronization information is used in the radio interface for the user data transmission synchronization across the eNodeBs and RNCs as described in TS 25.346 [10]. It is up to RAN configurations whether the inter-RNC MBMS combining/MBSFN operation mode is used during the MBMS payload delivery.

Mobility between cells may cause limited MBMS data loss towards the UE. Therefore, MBMS user services should be able to cope with potential data loss caused by UE mobility.

4th changes
8.3.2
MBMS Session Start Procedure for E-UTRAN and UTRAN for EPS

The list of downstream nodes of BM-SC and the list of MBMS control plane nodes (MMEs and SGSNs) of MBMS GW are achieved in the following ways:

-
The list of MBMS control plane nodes for MBMS GW will be sent from the BM-SC to the MBMS GW in the Session Start Request.

Normally, the MBMS GW contained in the "list of downstream nodes" for BM-SC is the default MBMS GW (or two for resilience).

The overall Session Start procedure is presented in the following figure:
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Figure 8b: Session Start procedure for E-UTRAN and UTRAN for EPS

1.
BM-SC sends a Session Start Request message to MBMS GW to indicate the impending start of the transmission and to provide the session attributes (TMGI, Flow Identifier, QoS, MBMS service Area, Session identifier, estimated session duration, list of MBMS control plane nodes (MMEs, SGSNs) for MBMS GW, ...). The message is sent to the MBMS GWs listed in the "downstream nodes" parameter of the corresponding MBMS Bearer Context in the BM-SC. The BM-SC may start multiple sessions for the same MBMS bearer service (identified by the TMGI) but with different content. If so, a Flow Identifier is included in the Session Start Request to identify the different sub-sessions and the associated MBMS Service Areas shall not overlap.

2.
The MBMS GW responds with a Session Start Response message with information for BM-SC to send MBMS data to the MBMS GW.

3.
The MBMS GW creates an MBMS bearer context. The MBMS GW stores the session attributes and the list of MBMS control plane nodes in the MBMS bearer context and allocates a transport network IP multicast address and a C-TEID and selects an IP address in its M1 interface as an IP address of the multicast source for this session. The MBMS GW sends a Session Start Request message including the session attributes (TMGI, Flow Identifier, QoS, MBMS service Area, Session identifier, estimated session duration,  transport network IP Multicast Address, IP address of the multicast source, C-TEID, ...) to MMEs and/or SGSNs listed in the "list of MBMS control plane nodes" parameter of the corresponding MBMS Bearer Context.

4.
The MME or SGSN creates an MBMS bearer context. The MME/SGSN stores the session attributes and sends a Session Start Request message including the session attributes (TMGI, QoS, MBMS service Area, Session identifier, estimated session duration, broadcast (for UTRAN only), transport network IP Multicast Address, IP address of the multicast source, C-TEID, ...) to E-UTRAN/UTRAN.

5.
The E-UTRAN/UTRAN creates an MBMS bearer context. The E-UTRAN/UTRAN stores the session attributes, sets the state attribute of its MBMS Bearer Context to 'Active' (in UTRAN only) and responds the MME/SGSN to confirm the reception of the Session Start Request message.

Editor's Note:
It is FFS whether MME can send Session Start to all E-UTRAN nodes controlled by that MME and rely on E-UTRAN to perform Service Area filtering.

6.
The MME/SGSN stores the session attributes and the identifier of the eNBs/RNCs as the "list of downstream nodes" parameter in its MBMS Bearer Context and responds to the MBMS GW.

Editor's Note:
It is FFS if SGSN or MME need wait response from any, one or all UTRAN/E-UTRAN nodes and if SGSN and MME behave same way.

Editor's Note:
The order of step 7 and step 8 is FFS.

7.
The eNodeBs/RNC send IP multicast Join message to the received user plane IP multicast address allocated by the MBMS GW.

Editor's Note:
It is FFS at what time the eNodeB performs Join after receiving Session Start Request message.

8.
The E-UTRAN/UTRAN establishes the necessary radio resources for the transfer of MBMS data to the interested UEs.

9.
The BM-SC starts sending the MBMS data.

10.
MBMS GW function receives MBMS data. MBMS GW sends the MBMS data using IP multicast distribution towards all joined eNodeBs.

End of 4th changes
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