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1 Background and Motivation
A real time flow (voice / video) of an operator controlled service will most typically be mapped to a GBR bearer. This includes real time flows based on rate adaptive codecs, i.e., codecs that can switch between different codec rates at “call setup” and/or dynamically “mid call”. Here the term “call” is used as a generic term. It should not be understood as limiting the scope to conversational services, but also includes unidirectional video streaming services. 

Codec rate adaptation allows to trade off voice / video quality on one side and network capacity (e.g., in terms of number of accepted VoIP calls), and/or radio coverage on the other side. 
Codec rate adaptation comprises three features:
1) Codec Rate Selection at Call Setup

2) Codec Rate Decrease Mid Call

3) Codec Rate Increase Mid Call

Operators have requested support for codec rate adaptation. However, the 3GPP Rel-8 specifications do not include standardized support by which the network (RAN and/or the Evolved Packet Core (EPC)) can explicitly control any of the three above mentioned features. 
In this paper, we present a solution for feature 1) which according to the guidance from the last SA plenary meeting [1] should be the focus of the LTEimp-Vocoder work item owned by RAN. However, the same solution can also be used for feature 2) without any extra specification work. 
Note that according to [2] any solution for codec rate adaptation should avoid that packets get dropped in the network. 
We do not believe that any explicitly control from the network (RAN and/or the Evolved Packet Core (EPC)) is required to enable feature 3). Instead we believe that feature 3) has already been solved – at least for codecs such as AMR-NB – by existing application layer probing schemes specified in TS 26.114. Additional work may be needed in SA4 to also address other codecs.
2 Proposed Solution
2.1 High Level Overview

The following bullets summarize the key elements of the proposed solution which is depicted in Figure 1. We discuss each element further below.
· Rely on Existing End-to-End Schemes for Codec Rate Adaptation [TS 26.114]
· Adopt IETF Standard for Explicit Congestion Notification (ECN) [RFC3168]
· Keep MBR=GBR Restriction in Rel-9
· EPC Sets GBR=MBR based on Highest Codec Rate
· Not Optimal but Still Capacity Gains if e.g. Codec Rate = 6 kb/s while GBR = 12 kb/s
· Allow MBR>GBR in Rel-10
· EPC Sets MBR based on Highest, and GBR based on Lowest Codec Rate
· No Impact on Terminals
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Figure 1:
Proposed Solution (High Level) – Downlink Direction
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Figure 2:
Proposed Solution (High Level) – Uplink Direction
A SIP session may last anywhere between a few seconds (e.g., an ordinary voice call) and a couple of hours (e.g., a telephone conference), and may include one or more media components (e.g., in combination of voice, video, picture, text). A SIP session needs to be negotiated at session establishment, and may also be re-negotiated during the session (e.g. when a user wants to add or remove a media component). During SIP session (re-)negotiation the “framework” for the session gets agreed between the SIP peers. This includes agreement on maximum and minimum codec rates to be used throughout the session. The SIP session (re-)negotiation is purely based on user and application / service layer requirements. SIP is not suited and was never intended to be used to dynamically adapt a session to changing conditions in the network. The proposed solution does not impact SIP level signaling principles: the SIP session is negotiated with the full set of codec rates; independent of network level congestion.

SA4 has already specified mechanisms to dynamically adapt an individual real time media component to changing conditions in the network. Those schemes are based on measurements performed on the receiving side (e.g., packet loss, packet delay) that are reported back to the sending side via RTCP receiver reports. In addition, the receiving side can use RTCP to explicitly control, e.g., the codec rate, at the sending side. See TS 26.114 for details. The proposed solution adopts and builds on those schemes. See Section 2.2 for more details.
The key element of the proposed solution is the adoption of the IP based Explicit Congestion Notification (ECN) specified in [3]. The eNodeB can use ECN as an “early pre-warning” mechanism, i.e., first set the ‘Congestion Experienced’ (ECN-CE) codepoint in IP packets at incipient congestion, and only start the dropping of packets on a bearer when congestion persists and/or increases. The ECN-CE codepoint in an IP packet indicates congestion in the direction in which the IP packets are being sent. The ECN-CE signal propagates to the receiving IP end-point and is made available to the media / application layer receiver. The receiver can then send an application layer rate reduction message (e.g., RTCP) to request a new send rate from the corresponding sender. Thereby, the media / application layer should typically have sufficient reaction time, i.e., trigger a rate reduction before packets need to be dropped at the bottleneck. The media / application layer aspects of ECN would need to be addressed by SA4, and partly also within the IETF (see Section 3 for details). 

We propose to keep the MBR=GBR restriction in Rel-9 (see Section 4.7.4 in TS 23.401 Rel-8). This may not be optimal, but we believe that required capacity gains can still be achieved when e.g. the codec rate has been set to 6 kb/s while the bearer’s GBR has been set to 12 kb/s. Removing that restriction, i.e., allowing GBR bearers with MBR>GBR, should be considered for Rel-10. Note that removing the restriction will not have any new impacts on terminal functionality required by 3GPP. 

2.2 Details

2.2.1 Explicit Congestion Notification

Figure 3 depicts how the IP-based Explicit Congestion Notification (ECN) specified in RFC3168 is used in principle. Two bits in the IP header have been allocated by the IETF for the use with ECN. A source that is ECN capable and that has negotiated the use of ECN with the remote IP end-point during initial handshaking indicates this with one of two values ‘01’ or ‘10’. If the source is not ECN capable those 2 bits are set to ‘00’. A network node, e.g., the eNB, may then indicate congestion (e.g., cell-level congestion (RNL), UE becomes coverage limited, or during HO / IRAT preparation if the target cell is congested / less capable, or at congestion indication from TNL by remarking to ‘11’ the ECN bits in a packet’s IP header originating from an ECN capable source. The signal ‘11’ is referred to as ‘Congestion Experienced’ (CE). ECN works independently in both directions. More background on ECN including deployment status can be found here: http://en.wikipedia.org/wiki/Explicit_Congestion_Notification
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Figure 3:
Principle Use of ECN [RFC 3168]

Note that ECN operates in both directions (uplink and downlink as seen by a specific UE or eNB) entirely independent and without any interactions. It is very well possible to trigger codec rate adaptation in one direction without triggering it in the other direction.
It should be noted that ECN based codec rate adaptation can only work if ECN is supported and negotiated between both end-points of an IP flow. And then of course the intermediate node (e.g., eNB) that wants to control the codec rate adaptation needs to support ECN.
2.2.2 Codec Rate Selection at “Call Setup”
Figure 4 depicts how the eNodeB can control the codec rate selection at “call setup”. According to the Initial Codec Mode (ICM) scheme specified in TS 26.114 the sending side always starts out with a low codec rate. After an initial measurement period and RTCP receiver reports indicating “good channel”, the sending side will attempt to up-switch the codec rate. With the proposed solution the receiver will then get or not get an ECN-CE indication during the up-switch phase. If an ECN-CE is received then the sending side should fallback to the initial codec rate. Otherwise, the up-switch of the codec rate will succeed, i.e., the receiving side would still report “good channel” in RTCP receiver reports. The details would have to be worked out within SA4, and partly also within the IETF (see Section 3 for details). We estimate that the target codec rate would be selected within 700 – 1500 milliseconds.
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Figure 4:
eNodeB based Control of the Codec Rate Selection at “Call Setup”
2.2.3 Codec Rate Decrease at “Mid Call”
This is included here – despite the guidance from the last SA plenary meeting [1] to focus the work on codec rate selection at “call setup” – to show that no additional functionality is required to support codec rate decrease at “mid call”. 
Figure 5 depicts how the eNodeB can control the codec rate decrease “mid call”. The trigger for this may be the eNodeB wanting to free up capacity to be able to accept more “calls”, or a UE that moves near the cell edge and becomes coverage limited. In this case the eNodeB would set ECN-CE in the uplink direction in case is senses uplink congestion, and it would set ECN-CE in the downlink direction in case is senses downlink congestion. This would again result in a corresponding RTCP receiver report triggering a codec rate down-switch. Also here the details would have to be worked out within SA4, and partly also within the IETF (see Section 3 for details). We estimate that the codec rate decrease would take 80 – 300 milliseconds, i.e., the time from when the eNodeB sets the first ECN-CE on a flow’s packet until the first packet arrives at the eNodeB after the codec rate has been decreased.
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Figure 5:
eNodeB based Control of Codec Rate Decrease at “Mid Call”
2.2.4 ECN Only on Bearers with Certain QCIs or Only for Certain Services?

In principle any service / media (voice, video, and “data”) can be mapped to any QCI. For example, voice or video may very well be mapped to QCI 7 (see TS 23.203). Also services such as PSS may in the future (i.e., later than Rel-9) benefit from ECN.

We see no good reasons to restrict the usage of ECN to certain QCIs and/or services. I.e., we believe that the rules that need to be followed to support ECN on the IP layer within an end-point (e.g., UE) and within an intermediate node (e.g., eNB) are simple and should not have any dependencies on services, QCIs, bearer handling, or anything the like.
2.3 Key Benefits of the Proposed Solution
· Same Solution for “Call Setup” and “Mid Call”

· No Need for a Another Solution in Rel-10

· Same Solution works to Alleviate Coverage Issues

· ... when UE temporarily moves to cell edge

· Same Solution could be Applied to Any Access (3GPP and Non-3GPP)

· ... e.g. HSPA

· No Need to Integrate App./Codec Layer with 3GPP Bearer Layer

· Applications Can be Developed that are Independent from the Access

· App./Codec Layer can Terminate in a Different “Box”

· No Impact on End-to-End Signaling Principles 

· SIP Session Negotiated with Full Set of Codec Rates

· No Need for SIP Re-Negotiation to Enable Codec Rate “Up-Switch”

· Service / Codec Agnostic 

· RAN Remains Service and/or Codec Unaware

· No Extra Control Plane Signaling

· “Congestion Indicator” Piggy Backed on IP Packets as defined in RFC3168

· Both Directions Controlled independently

· Not RAN Specific

· Any User Plane Node including Transport NW can Set “Congestion Indicator”

3 Dependencies on IETF Specifications
To get ECN to work two things are needed:

1. Specified meaning of the 2-bits ECN field in the IP header and how IP end-points and intermediate nodes should set / interpret the 4 values '00', '01', '10', and '11'.

2. Specification of how high layer protocols should make use of the ECN field in the IP header

No.1 is fully specified entirely in Section 5 of RFC3168 which has been around for a few years. So there is no dependency on any not completed IETF work from a RAN perspective.
No.2 basically requires two things:


2A. Specification of how high layer protocols negotiate the use of ECN at initial handshaking


2B. Specification of how high layer protocols need to respond when the receiving side gets an ECN-Congestion-Experienced indication

No.2 exists for TCP. What may be a bit misleading is that TCP's usage of ECN has also been specified in RFC3168. Some may jump to the wrong conclusion that ECN was only specified for TCP. It would have been an alternative to place Section 6 ("TCP") of RFC3168 into a separate RFC.

No.2 also exists for DCCP [RFC4340], and SCTP [RFC4960].

What is missing is a specification of No.2 for RTCP/RTP. However, we see no show stoppers to get this agreed in the IETF. Therefore, Ericsson has submitted an Internet-Draft that specifies the use of ECN with RTCP/RTP for the upcoming IETF meeting end of July [6], and will drive the work to progress this Internet-Draft towards becoming a standards track RFC. 
4 Dependencies on the API
To be able to make use of ECN, an RTCP/RTP based application requires dedicated support from the Application Programming Interface (API) supported by the operating system on which the RTCP/RTP based application is running. Most typically this is the so‑called socket API which has become a de facto for IP based applications (e.g., see http://en.wikipedia.org/wiki/Berkeley_sockets). 
This aspect is not specific to the solution proposed in this paper, but would apply to any solution enabling the eNB to control the initial codec rate selection and/or to trigger a codec rate reduction. 
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Figure 5:
Supporting ECN across the socket API for RTCP/RTP based applications
A socket API implemented in a certain operating system would need to support the following features:
· For each IP packet sent an RTCP/RTP based application needs to be able to set the not-ECN-Capable Transport (not-ECT) codepoint (‘00’), or one of the two ECN-Capable Transport (ECT) codepoints (‘01’ and ‘10’) in the ECN field of the IP header. 
· For each IP packet received an RTCP/RTP based application needs to be able to receive the ECN codepoint set in the ECN field of the IP header. 
The latter bullet states that the receiving application needs to get the ECN codepoint of each and every IP packet; no matter what the ECN codepoint is. An obvious reason is that a receiving application needs to know if an IP packet has been received with the ECN-Congestion-Experienced codepoint (‘11’) set. Another reason is to protect against the rare but possible case that an intermediate node is not (!) compliant to IETF standards, and simply resets each ECN codepoint to '00' (= sender is not-ECN-Capable). It could then happen that 1) the IP end-points successfully negotiate the use of ECN, 2) ECN-Capable gets set in the sending direction, and 3) such a non-IETF-compliant intermediate node anyway resets the ECN codepoint to '00'. The latter would basically disable the whole ECN scheme although the IP end-points (not knowing about this happening) would rely on it. To protect against this the receiving application needs to verify that once it has successfully negotiate the use of ECN it will never receive an IP packet with the ECN codepoint set to '00'. Should that happen the IP end-points have to fallback to not relying on ECN. Another reason is to enable protection against lying receivers through a so-called "ECN Nonce" scheme. To get this to work the receiving application needs to know which ECN-Capable codepoint ('01' or '10') was actually set in an IP packet by the sending application.

We believe that these API aspects are important, and should be addressed at some stage.
5 Impacts on RAN2, SA2, and SA4 Specifications
We believe that the proposed solution will only impact RAN2, SA2, and SA4 specifications. The impacts on RAN2 and SA2 specifications are expected to be small: see [4] and [5], respectively.

SA4 impacts of the ECN based solution of the Work Item "Vocoder Rate Adaptation in LTE" are restricted to CRs to 3GPP TS 26.114 "IP Multimedia Subsystem (IMS); Multimedia Telephony; Media handling and interaction". In general, we will propose that the Rel-9 MTSI client, be it in the terminal or in IMS-GW performing inter-working, shall support ECN assuming the UE IP socket offers ECN transparently to the MTSI client. It also shall support the adaptation signaling based on RTCP for speech codec rate adaptation. Also, it shall offer ECN capability negotiation during SIP/SDP negotiation and use ECN as input to its adaptation algorithm. It shall be backward compatible when ECN capability can not be negotiated. The adaptation algorithm itself will not be mandated but the existing example provided in Annex C should be updated to take ECN signaling into account. However, we feel that a performance requirement checking that appropriate Codec Mode Requests (down-switch) are sent via RTCP-APP in reaction to ECN load signaling received would be beneficial to ensure consistent behavior of UEs.

Based on our current assessment the following clauses of TS 26.114 would be impacted. Of course, these discussions need to take place in SA4 to agree on the scope and details.
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References


- TS 26.114 to reference the "ECN for RTP" IETF draft/RFC 

- 3.2
Abbreviations


- Add abbreviations (ECN, ECN-CE, ...)

- 6.2.
Session setup procedures


- Add ECN mandatory support


- Add ECN usage negotiation
- 7.2
RTP profiles


- mandate RTP/AVPF usage for adaptation (support is already mandated)

- 7.3
RTCP usage


- 7.3.1
General



- mandate ECN offer



- correct establishment assumes Socket API is ECN transparent and the far end supports ECN



- shall be able to fallback to non ECN


- 7.3.5
Non-compound RTCP



- recommend "Reduced-size RTCP" for more efficient adaptation

- 7.5.2.1.7
E-UTRAN



- no changes

- 10
Adaptation


- 10.1
General



- A few descriptive lines


- 10.2
Speech



- Add that MTSI client receiving RTCP Receiver reports with errors AND/OR ECN [should/shall] request bitrate reduction. Reference the (updated) example in Annex C


- 10.3
Video



- add ECN as an indicator to reduce bitrate as defined in a new annex. Not the priority.

- 12
Inter-working


- Add MGWs requirements for ECN interworking. MGWs would act as an MTSI client towards IMS.

- Annex A (informative): Examples of SDP offers and answers


- Add ECN negotiation in examples for E-UTRAN

- Annex B (informative): Examples of adaptation scenarios


- Add the use of ECN 

- Annex C (informative): Example adaptation mechanisms for speech


- Add the use of ECN in the criteria for speech adaptation


- same for video

6 Proposal
We propose that SA2 discusses the solution proposed in this paper, and agrees the corresponding CR provided in [5]. If agreeable we further propose that SA2 sends an LS to RAN2 and SA4 informing those working groups of the SA2 agreement, and kindly asking SA4 to start work on ECN based codec rate adaptation schemes taking into account work to be started in the IETF on “ECN for RTCP/RTP”.
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