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1
Introduction
Within 23.401 debates there has been considerable discussion on “S1-flex” and some specification work has been done on how the eNodeB selects the MME (see section 4.3.10 of 23.401).
However “NAS node selection” also happens at handover, e.g. at:

· handover from one MME to another MME;

· relocation from an MME to an SGSN; and
· relocation from an SGSN to an MME

The case of SGSN to SGSN relocation is already specified in the “Iu-flex” specification, TS 23.236.
In addition, when using CSFB, the MME may need to have an MSC selection function.

This document reviews the SGSN-SGSN relocation section of TS 23.236 and considers what text (if any) should be added to TS 23.401 or other specifications to handle “S1-flex”.
2
Relevant text from 23.236
The latest version of “Iu-flex” 23.236 is v7.0.0 and contains the following sections (without highlights)
“5.5
SGSN Functions

/* text deleted */
5.5.2
Mobility Management and Handover/Relocation

For the GTP signalling between two SGSNs supporting the Intra Domain Connection of RAN Nodes to Multiple CN Nodes the new SGSN derives the address of the old SGSN from the old RAI and the NRI contained in the old P-TMSI/TLLI. The SGSN addresses are configured in the SGSN (O&M) or in DNS for each RAI and NRI combination. If the network contains SGSNs that cannot derive the old SGSN from RAI and NRI the default SGSN per RAI as described below shall be used (e.g. to reduce the configuration effort).

The load balancing between multiple target SGSNs at handover/relocation into a pool area is described in "4.5: Load Balancing". The handover/relocation from an SGSN that supports the Intra Domain Connection of RAN Nodes to Multiple CN Nodes to an SGSN not supporting the feature needs no new functionality, as there is only one SGSN that serves the handover/relocation target.

5.5.3
Backward Compatibility and Default SGSN

If a default SGSN that is serving a pool-area receives GTP signalling (e.g. to fetch the IMSI or to get unused cipher parameters) it has to resolve the ambiguity of the multiple SGSNs per RAI by deriving the NRI from the P-TMSI. The SGSN relays the GTP signalling to the old SGSN identified by the NRI in the old P-TMSI unless the default SGSN itself is the old SGSN. For every NRI value that is used in the pool-area an SGSN address is configured in the relaying SGSN (O&M) or in DNS.

NOTE:
It might be required to keep information on ongoing GTP dialogues in the default SGSN.

5.5.4
Support of Combined Procedures

The SGSN has to select an MSC at the Gs interface for the combined procedures if multiple MSCs are configured for the relevant LAI. The MSC out of the available MSCs is selected based on the IMSI. This prevents an MSC change for many MSs if an SGSN fails and the re-attaching MSs would get assigned another MSC by the new SGSN. Two HLR updates instead of one would be the result.

From the IMSI the SGSN derives a value (V) using algorithm [(IMSI div 10) modulo 1000]. Every value (V) from the range 0 to 999 corresponds to a single MSC node. Typically many values of (V) may point to the same MSC node. The configuration of the MSC node should be the same in the same RNC area.

….. and section 4.5 contains the following;
4.5
Load Balancing

/* text deleted */

In case of handover/relocation into a pool-area a load balancing between all the target CN nodes serving this pool-area is gained by configuration. Source CN nodes which support Intra Domain Connection of RAN Nodes to Multiple CN Nodes may be configured with all possible target CN nodes for each handover/relocation target. Source CN nodes which do not support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes can configure only one target CN node per handover/relocation target. In this case each of source CN nodes which handover/relocate to the same pool-area may be configured with another target CN node out of all target CN nodes serving the same handover/relocation target. The mechanism for distribution of the traffic between the handover/relocation target CN nodes is implementation specific. This load balancing is complemented by the NAS Node selection Function in the RAN, which distributes MSs between the CN nodes when these MSs enter the pool-area in idle mode.

3
Discussion
3.1
MME to MME handover 
The source and target MMEs can be assumed to support release 8 and understand pooling concepts. Hence it should be possible to reuse something similar to the concept of section 4.5 of 23.236:
“In case of handover/relocation into a pool-area a load balancing between all the target CN nodes serving this pool-area is gained by configuration. Source CN nodes which support Intra Domain Connection of RAN Nodes to Multiple CN Nodes may be configured with all possible target CN nodes for each handover/relocation target.”

3.2
MME to SGSN relocation
If there is a pool of SGSNs serving the target RNC/BSC, then the method of 3.1 can be reused.
If the SGSN does not support pooling, then there is only one SGSN within the pool, and the MME selects that one SGSN.

3.3
SGSN to MME relocation
If the source SGSN supports pooling, then the method of 3.1, above, can be reused.
If the source SGSN does not support pooling, then we need to consider further:

· an MME relay function could be added so that the first MM contacted does the load balancing, or,
· we leave it to configuration on the assumption that in a mature [or early] network “a pool of 8 MMEs [2 MMEs in an early network] serves roughly the same geographic area as 8 SGSNs, so, simple configuration of a ‘default MME for relocation’ is unlikely to lead to significant imbalances”, and/or

· we recommend that the SGSNs support pooling, or at least, a minor upgrade to support pools of MMEs.
3.4
MSC selection by MME for CSFB

The method of section 5.5.4 of TS 23.236 seems generally applicable to CSFB with the obvious replacement of “SGSN” with “MME”.
However whether the phrase “in the same RNC area” can be replaced by “in the same eNodeB area” needs some consideration: it is probably safest to replace this with the term “in the same MME pool area”.

4
Proposals 
a) it is suggested that a CR to 23.401 is drafted to section 4.3.10 along the lines indicated below;
b) it is suggested that text is added to the CSFB stage 2  along the lines indicated in section 3.4, above; and
c) it is suggested that, for a future meeting, a more detailed review of TS 23.236 is made in order to check its alignment with other EPC specifications.
5
Suggested update to 23.401

4.3.10
Functionality for Connection of eNodeBs to Multiple MMEs

An eNodeB may connect to several MMEs. This implies that an eNodeB must be able to determine which of the MMEs, covering the area where an UE is located, should receive the signalling sent from a UE. To avoid unnecessary signalling in the core network, a UE that has attached to one MME should generally continue to be served by this MME as long as the UE is in the radio coverage of the pool area to which the MME is associated. The concept of pool area is a RAN based definition that comprises one or more TA(s) that, from a RAN perspective, are served by a certain group of MMEs. This does not exclude that one or more of the MMEs in this group serve TAs outside the pool area. This group of MMEs is also referred to as an MME pool.

To enable the eNodeB to determine which MME to select when forwarding messages from an UE, this functionality defines a routing mechanism (and other related mechanism). A routing mechanism (and other related mechanism) is defined for the MMEs. The routing mechanism is required to find the correct old MME (from the multiple MMEs that are associated with a pool area). When a UE roams out of the pool area and into the area of one or more MMEs that do not know about the internal structure of the pool area where the UE roamed from, the new MME will send the Identification Request message or the Context Request message to the old MME using the GUTI. The routing mechanism in both the MMEs and the eNodeB utilises the fact that every MME that serves a pool area must have its own unique value range of the GUTI parameter within the pool area.
In case of handover/relocation into a pool-area the source MME should be configured with all possible target MME/SGSNs nodes and perform a simple load distribution between them (possibly taking into account other factors, e.g. geography).
Note: 
for brevity, the above step is not re-described in each individual handover/relocation procedure in this specification. 
In case of relocation to an MME from an SGSN that does not support the functionality of TS 23.236 [30], then that SGSN can be configured with an arbitrary target MME. The operator should use configuration methods to ensure that different “non-supporting SGSNs” are configured such that the load is distributed fairly across the MMEs within the target pool area.
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