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*** Start 1st change ***
Annex B (Normative): Standardized QCI Characteristics
Editor's note:
This Section will be moved to become normative text in TS 23.203 Rel-8.
The service level (i.e., per SDF or per SDF aggregate) QoS parameters are QCI, ARP, GBR, and MBR. This section specifies standardized characteristics associated with standardized QCI values.
Each Service Data Flow (SDF) is associated with one and only one QoS Class Identifier (QCI). For the same IP-CAN session multiple SDFs with the same QCI and ARP can be treated as a single traffic aggregate which is referred to as an SDF aggregate. A QCI is a scalar that is used as a reference to node specific parameters that control packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the node (e.g. eNodeB).
Table B-1 Standardized QCI Characteristics
<Placeholder for QCI Table >
NOTE 1:
A delay of 30 ms for the delay between a PDN GW and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PDN GW is located “close” to the radio base station (roughly 10 ms) and the case where the PDN GW is located “far” from the radio base station, e.g., in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). It is expected that subtracting this average delay of 30 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays – in particular for GBR traffic – should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality. 
NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PDN GW should be regarded to be negligible. A PLR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

The one-to-one mapping of standardized QCI values to standardized characteristics is captured in Table B-1. The characteristics describe the packet forwarding treatment that an SDF / SDF aggregate receives edge-to-edge between the UE and the PDN GW (see Figure B-1) in terms of the following performance characteristics:

1
Resource Type (GBR or Non-GBR)

2
Priority
3
Packet Delay Budget 

4
Packet Loss Rate

The standardized characteristics are not signaled on any interface. They should be understood as guidelines for the pre-configuration of node specific parameters for each QCI. The goal of standardizing a QCI with corresponding characteristics is to ensure that applications / services mapped to that QCI receive the same minimum level of QoS in multi-vendor network deployments and in case of roaming. A standardized QCI and corresponding characteristics is independent of the UE’s current access (3GPP or Non-3GPP).
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Figure B-1: Scope of the Standardized QCI Characteristics

The Resource Type determines if dedicated network resources related to a service or bearer level Guaranteed Bit Rate (GBR) value are permanently allocated (e.g. by an admission control function in a radio base station). 

The Packet Delay Budget (PDB) denotes the time that a packet may be delayed between the UE and the PDN GW. For a certain QCI the value of the PDB is the same in uplink and downlink. The purpose of the PDB is to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). 
NOTE:
The PDB denotes a "soft upper bound" in the sense that an "expired" packet, e.g. a link layer SDU that has exceeded the PDB, does not need to be discarded (e.g. by RLC in E-UTRAN). The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds.

Services using a Non-GBR QCI should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given PDB. This may for example occur during traffic load peaks or when the UE becomes coverage limited. See Annex C for details. In addition, those packets may be subject to non congestion related packet losses (see PLR below).
Services using a GBR QCI and sending at a rate smaller than or equal to GBR can in general assume that congestion related packet drops will not occur, and that per packet delays will not exceed a given PDB. Exceptions (e.g. transient link outages) can always occur in a radio access system. Still, those packets may be subject to non congestion related packet losses (see PLR below). The fraction of traffic sent on a GBR QCI at a rate greater than GBR may be treated like traffic on a Non-GBR QCI. 

The PDB shall be interpreted as a maximum delay with a confidence level on the order of 95 percent. For traffic of a GBR QCI sent at a rate smaller than or equal to GBR this means that roughly 95 percent of the packets shall not experience a delay exceeding the QCI’s PDB. For traffic of a Non-GBR roughly 95 percent of the packets that have not been dropped due to congestion should not experience a delay exceeding the QCI’s PDB. 

Editor's note: FFS: The confidence level will be decided at a later stage.

A QCI can only be associated with one Priority level. Every QCI (GBR and Non-GBR) is associated with a Priority level. The Priority levels shall be used to differentiate between traffic flows of the same UE, and it shall also be used to differentiate between traffic flows from different UEs. 
NOTE:
In case of E-UTRAN the above mentioned term “traffic flow” refers to an EPS bearer. A QCI’s Priority level may be used as the basis for assigning the uplink priority per Radio Bearer (see [36.300] for details).
Scheduling between different traffic flows shall primarily be based on the PDB. Only if the target set by the PDB can no longer be met for all traffic flows then Priority shall be used as follows: in this case scheduling shall first aim at meeting the target set by the PDB of traffic flows assigned to priority level 1, only then scheduling shall aim at meeting the target set by the PDB of traffic flows assigned to priority level 2, etc.
Editor's note:
The handling of rate adaptive codecs such as AMR and certain video codecs on GBR QCIs when the MBR is set to a value greater than the GBR, and the assignment of a QCI values, in particular with respect to the QCI’s priority level, needs to be studied further. This may require coordination with RAN2 and SA4. To support “MBR>GBR” bearers the text in the paragraph above may need to be amended to state something along the lines of “Scheduling shall always serve the GBR traffic within the PDB as long as the Guaranteed Bit Rate (GBR) value is not exceeded”. This is FFS.
The Packet Loss Rate (PLR) determines the rate of SDUs (e.g. IP packets) that have been processed by the sender of a link layer ARQ protocol (e.g. RLC in E-UTRAN) but that are not successfully delivered by the corresponding receiver to the upper layer (e.g. PDCP in E-UTRAN). Thus, the PLR denotes a rate of non congestion related packet losses. The purpose of the PLR is to allow for appropriate link layer protocol configurations (e.g. RLC and HARQ in E‑UTRAN). For a certain QCI the value of the PLR is the same in uplink and downlink. 
NOTE:
The characteristics PDB and PLR are specified only based on application / service level requirements, i.e., those characteristics should be regarded as being access agnostic, independent from the roaming scenario (roaming or non-roaming), and independent from operator policies. 

Editor's note: A mapping between standardized QCIs and TNL level QoS parameter values (e.g., DiffServ Code Points) will be captured at a later stage in a separate annex of TS 23.401.
Annex C (Informative):
Standardized QCI Characteristics – Rationale and Principles

Editor's note:
This Section will be moved to become an Annex of TS 23.203 Rel-8.
Table C-1 Standardized QCI Characteristics

	
QCI 
-
	Resource Type
	Priority
	Packet Delay Budget
	Packet Loss Rate
	Example Services

	1
	GBR
	FFS
	50 ms
	10-1
	Realtime Gaming

	2
	GBR
	FFS
	80 ms
	10-2
	VoIP

	3
	GBR
	FFS
	90 ms
	10-2
	Conversational Packet Switched Video

	4
	GBR
	FFS
	250 ms
	10-3
	Streaming

	5
	Non-GBR
	FFS
	50 ms
	10-6
	IMS signalling

	6
	Non-GBR
	FFS
	50ms
	10-3
	Interactive Gaming

	7
	Non-GBR
	FFS
	250ms
	10-4
	TCP interactive

	8
	Non-GBR
	FFS
	250ms
	10-6
	Preferred TCP bulk data

	9
	Non-GBR
	FFS
	500ms
	n.a.
	Best effort TCP bulk data





Editor's note:
Table C-1 is work in progress, the ultimate goal is to specify a table of QCI Characteristics that is normative, and then move the table and the associated notes to Annex B. It is agreed that the table will only include absolute values (e.g., “100 ms”, or “10-6”) for PDB and PLR. The actual values are still subject to ongoing discussions and may change. 
NOTE:
Two different QCIs may have the same PDB and PLR but in that case will have a different Resource Type and/or Priority.

NOTE:
One dedicated Non-GBR QCI will be standardized for IMS signalling.

NOTE:
The GBR QCIs shall be assigned a higher Priority level than the Priority level assigned to the Non-GBR QCIs.

Editor's note: FFS: As an exception to the previous NOTE the Non-GBR QCI to be standardized for IMS signalling may be assigned the highest Priority level. This may be justified since it could be assumed (1) that the total traffic load from this QCI is low in general, and (2) that the traffic from this QCI will be subject to UL and DL service level rate enforcement. Otherwise, this QCI should be assigned the highest Priority level among the Non-GBR QCIs.
Editor's note: It is FFS whether all GBR QCIs shall have the same Priority level, or whether different GBR QCIs can have a different Priority level.
The following bullets capture design rationale and principles with respect to standardized QCI characteristics:

-
A key advantage of only signalling a single scalar parameter, the QCI, as a “pointer” to standardized characteristics – as opposed to signalling separate parameters for resource type, priority, delay, and loss – is that this simplifies a node implementation. Note that TS 23.107 permits the definition of more than 1600 valid GPRS QoS profiles (without considering GBR, MBR, ARP, and Transfer Delay) and this adds unnecessary complexity. 

-
In general, congestion related packet drop rates and per packet delays can not be controlled precisely for Non‑GBR traffic. Both metrics are mainly determined by the current Non-GBR traffic load, the UE's current radio channel quality, and the configuration of user plane packet processing functions (e.g. scheduling, queue management, and rate shaping). That is the reason why services using a Non-GBR QCI should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given PDB. The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds, and is relevant mainly for Non-GBR QCIs. The discarding (dropping) of packets of an SDF / SDF aggregate mapped to a GBR QCI should be considered to be an exception as long as the source sends at a rate smaller than or equal to the SDF’s GBR.


-
An operator would choose GBR QCIs for services where the preferred user experience is "service blocking over service dropping", i.e. rather block a service request than risk degraded performance of an already admitted service request. This may be relevant in scenarios where it may not be possible to meet the demand for those services with the dimensioned capacity (e.g. on "new year's eve"). Whether a service is realized based on GBR QCIs or Non‑GBR QCIs is therefore an operator policy decision that to a large extent depends on expected traffic load vs. dimensioned capacity. Assuming sufficiently dimensioned capacity any service, both Real Time (RT) and Non Real Time (NRT), can be realized based only on Non-GBR QCIs. 

-
Note that TCP's congestion control algorithm becomes increasingly sensitive to non congestion related packet losses (that occur in addition to congestion related packet drops) as the end-to-end bit rate increases. To fully utilise "EUTRA bit rates" TCP bulk data transfers will require a PLR of less than 10-6.
*** End of 1st change ***
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