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1. Introduction

Iu/Gb-flex is now being deployed in networks supporting earlier 3GPP releases. The extension of this support also to the S1-C interface
 in the EPS architecture is anticipated in TR 23.882, and partly the functionality is already in place in 23.401. This contribution aims to introduce some elements of S1-flex that are still missing or incomplete in 23.401.
2. Discussion

The elements of the Iu/Gb-flex feature in the baseline architecture are defined both in TS 23.060 and TS 23.236. Since support of network level redundancy has been part of the EPS requirements from the start, it is now reasonable to include on a high level all the needed concepts and procedures in TS 23.401. The S1-flex details pertaining to the S1 interface can then find their place in the relevant stage 3 specifications. 

The constructs, functions and procedure impact relevant to be specified in TS 23.401 include the following:

- Identification of the different MMEs in an MME Pool

- MME Selection in eNodeB

- Routing of uplink signalling on S1-C related to a UE to the MME in the MME Pool serving that UE

- Handling of MME unavailability

- Load redistribution in an MME Pool

It is notable that it is not really necessary to specify separately the EPC behaviour when the eNodeB connects to only a single MME, since that can be considered a degenerate case of the general behaviour in a network where several MMEs in an MME Pool provide service in an MME Pool Area.

2.1 MME identification in the MME Pool

Each MME in the MME Pool is identified on S1-C by the Network Resource Identifier (NRI), an identifier encoded in every S-TMSI allocated to a UE by the MME, and unique within a Pool Area or a set of overlapping Pool Areas.

2.2 MME Selection

This function is used in the eNodeB. 

The function selects the specific MME to which initial NAS signalling messages are routed. If the MME Selection Function has an MME address on S1-C configured for the NRI derived from the initial NAS signalling message then this message is routed to this address. If no MME address is configured for the derived NRI or if no NRI can be derived (e.g. the UE indicated identity which contains no NRI) then the MME Selection Function selects an available MME (e.g. according to load balancing) and routes the message to the selected MME.

2.3 Routing of uplink signalling on S1-C

In the presence of several MMEs serving the UE location the eNodeB is presented with the problem to route the uplink traffic to the correct MME. The UE provides an MME Selector parameter in the AS part of the Initial UE message to the eNodeB. The MME Selector contains a routing parameter with a fixed length of n bits (FFS). This routing parameter transports the NRI value. In addition the MME Selector contains an indication from which identity (S-TMSI, IMSI, … (FFS)) the routing parameter is derived. The eNodeB masks the significant bits out of the routing parameter part of the MME Selector to determine the NRI which is relevant to identify the MME. The most significant bit of the NRI shall correspond with the most significant bit of the routing parameter in the MME Selector. 

Editors note: The need for, and details of, derivation of the routing parameter from other identities such as the IMEI are FFS
2.4 MME reselection at  MME unavailability

If the selected MME is not available or if no MME address is available in the eNodeB for the requested NRI or if the identity provided by the UE contains no NRI then the eNodeB routes the initial NAS signalling message to an available MME serving the UE location. The selection mechanism is implementation dependent and should enable load balancing between the available MMEs.

2.5 Load redistribution in an MME Pool

The mechanisms for load redistribution in an MME Pool are FFS. Improvements compared to the legacy mechanisms seem feasible, if UE impact can be accepted.

3. Conclusion and proposal

It is proposed to include the text proposals below in TS 23.401.

**** Beginning of 1st change ****

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

MME Pool Area: An MME Pool Area is defined as a collection of complete Tracking Areas within which a UE may be served without need to change the serving MME. An MME Pool Area is served by one or more MMEs in parallel (an MME Pool). MME Pool Areas may overlap each other.
MME Pool: The set of MMEs serving an MME Pool Area


3.2
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].

AMBR
Aggregate Maximum Bit Rate

DL TFT
DownLink Traffic Flow Template

EPC
Evolved Packet Core

EPS
Evolved Packet System

GW
Gateway

L2 PDB
Layer 2 Packet Delay Budget

L2 PLR
Layer 2 Packet Loss Rate

MBSFN
MBMS over Single Frequency Networks

MME
Mobility Management Entity

P-GW
PDN Gateway

S-GW
Serving Gateway

S-TMSI
S-Temporary Mobile Subscriber Identity

SDF
Service Data Flow

TAC
Tracking Area Code

TAI
Tracking Area Identity

TAU
Tracking Area Update

UL TFT
UpLink Traffic Flow Template

**** End of 1st change ****

**** Beginning of 2nd change ****

4.1
General Concepts

<This section explains high-level architecture of EPC/E-UTRAN. E.g. it would indicate that the architecture supports S1 flex. >

Simultaneous exchange of IP traffic to multiple PDNs is supported in the EPS, when the network policies and user subscription allow it. For UEs in which applications are not aware of multiple PDN access and the presence of multiple IP addresses, overlapping address spaces are not supported.
Local breakout of IP traffic via the visited PLMN is supported, when network policies and user subscription allow it. Local breakout may be combined with support for multiple simultaneous PDN connections, described above.
4.1.1
MME Pools
To achieve network-level redundancy and load sharing for the MME functionality, MMEs in a network can be organized in MME Pools. The MMEs in an MME Pool serve in parallel a common service area, the MME Pool Area. Each UE in the Pool Area is normally served by a particular MME in the MME Pool while the UE remains in the Pool Area. Load sharing of the MME functionality is achieved by different MMEs serving different UEs. The MME Selection function in the eNodeB will decide which MME in the MME Pool serves a particular UE. 

Each MME in the MME Pool is identified by the Network Resource Identifier (NRI), an identifier encoded in every S-TMSI allocated to a UE by the MME, and unique within a Pool Area or a set of overlapping Pool Areas. The NRI contained in the S-TMSI is used by the eNodeB to route initial NAS signalling to the correct MME in the MME Pool (NRI Routing). 
When the eNodeB cannot perform NRI routing, the eNodeB performs MME Selection (see section 4.3.7.3 below) .

Editor’s note: The details regarding the NRI when used for S1-flex, such as NRI length constraints, NRI length variability, and encoding of the NRI within the S-TMSI are FFS
**** End of 2nd change ****

**** Beginning of 3rd change ****

4.3
High Level Functions

<This section explains the high level functions (eg charging, encryption) used in EPS>

4.3.1
General

The following list gives the logical functions performed within this system. Several functional groupings (meta functions) are defined and each encompasses a number of individual functions:

-
Network Access Control Functions.

-
Packet Routeing and Transfer Functions.

-
Mobility Management Functions.

-
Radio Resource Management Functions.

-
Network Management Functions.
-
Selection functions
-
Network-level Redundancy and Load Sharing Functions
4.3.2
Network access control functions

4.3.2.1
General

Network access is the means by which a user is connected to the evolved packet core system. 

4.3.2.2
Network/Access network selection

It is the means by which a UE selects a PLMN/Access network from which to gain IP connectivity. The network/access network selection procedure varies for different access technologies.  For 3GPP access networks, the network selection principles are described in 3GPP TS 23.122 [10]. For 3GPP access networks, the access network selection procedures are described in 3GPP TS 36.300 [5], 3GPP TS 43.022 [11] and 3GPP TS 25.304 [12]. 

Architectural impacts stemming from support for network/access network selection procedures for non-3GPP access and between 3GPP access and non-3GPP accesses are described in 3GPP TS 23.402 [2].

4.3.2.3
Authentication and Authorisation Function

This function performs the identification and authentication of the service requester, and the validation of the service request type to ensure that the user is authorised to use the particular network services. The authentication function is performed in association with the Mobility Management functions.

4.3.2.4
Admission Control Function

<Text needs to be provided>
4.3.2.5
Policy and Charging Enforcement Function

This includes all the functionality of PCEF as defined by 3GPP TS 23.203 [6]. The PCEF encompasses service data flow detection, policy enforcement and flow based charging functionalities as defined in 3GPP TS 23.203 [6].

4.3.2.6
Lawful Interception

<Text needs to be provided>
4.3.3
Packet routeing and transfer functions

4.3.3.1
General

A route is an ordered list of nodes used for the transfer of packets within and between the PLMN(s). Each route consists of the originating node, zero or more relay nodes and the destination node. Routeing is the process of determining and using, in accordance with a set of rules, the route for transmission of a message within and between the PLMN(s).

The EPS is an IP network and uses the standard routeing and transport mechanism of underlying IP network.

Editor's note:
The above text does not appear to be relevant to a functional description. 

4.3.3.2
IP Header Compression function

The compression function optimises use of radio capacity by IP header compression mechanisms. 

4.3.3.3
Ciphering function

The ciphering function preserves the confidentiality of user data and signalling across the radio channels.

4.3.3.4
Integrity Protection function

<Text needs to be provided>
4.3.3.5
Packet Screening Function

The packet screening function provides the network with the capability to check that the UE is using the exact IPv4-Address/IPv6-Prefix/Full-IPv6-Address that was assigned to the UE.

4.3.4
Mobility Management Functions

4.3.4.1
General

The mobility management functions are used to keep track of the current location of a UE.

4.3.4.2
Idle mode UE Tracking and Reachability Management

<Text needs to be provided>
4.3.4.3
Inter-eNB Mobility Anchor Function

<Text needs to be provided>
4.3.4.4
Inter-3GPP Mobility Anchor Function

<Text needs to be provided>
4.3.4.5
Idle mode Signalling Reduction Function

The Idle mode Signalling Reduction function provides a mechanism to limit signalling during inter-RAT cell-reselection in idle mode (E-UTRAN idle, UTRAN idle, GPRS STANDBY states).
4.3.5
Radio Resource Management functions

Radio resource management functions are concerned with the allocation and maintenance of radio communication paths, and are performed by the radio access network. Refer to 3GPP TS 36.300 [5] for further information on E-UTRAN.

4.3.6
Network management functions

Network management functions provide mechanisms to support O&M functions related to the Evolved System.

The Network management architecture and functions for the evolved packet core system are described in 3GPP TS ss.xyz[qq]
4.3.7
Selection functions

4.3.7.1
PDN GW Selection Function (3GPP accesses)

The PDN GW selection function allocates a PDN GW that shall provide the PDN connectivity for the for 3GPP access. The selection uses subscriber information provided by the HSS and possibly additional criteria. The HSS provides: 

-
an IP address of a PDN GW and an APN, or

-
an APN and an indication whether the allocation of a PDN GW from the visited PLMN is allowed or a PDN GW from the home PLMN shall be allocated. 

Editor's note:
It is FFS what additional criteria beyond the subscriber information can be used for PDN GW selection.

Editor's note:
It is FFS whether the UE can provide additional input information (e.g. the desired APN) for the PDN GW selection function.

If the HSS provides an IP address of a PDN GW, no further PDN GW selection functionality is performed. Note that the provision of an IP address of a PDN GW as part of the subscriber information allows also for a PDN GW allocation by HSS.

If the HSS provides an APN of a PDN GW and the subscription allows for allocation of a PDN GW from the visited PLMN, the PDN GW selection function derives a PDN GW address from the visited PLMN. If a visited PDN GW address cannot be derived, or if the subscription does not allow for allocation of a PDN GW from the visited PLMN, then the APN is used to derive a PDN GW address from the HPLMN. The PDN GW address is derived from the APN and additional information by using the Domain Name Service function as specified in Annex A of 3GPP TS 23.060 [7]. If the Domain Name Service function provides a list of PDN GW addresses, one PDN GW address is selected from this list. If the selected PDN GW cannot be used, e.g. due to an error, then another PDN GW is selected from the list.

If the UE provides an APN this APN is used to derive a PDN GW address like specified for an HSS provided APN if the subscription allows for this APN.

During attach an IP address of the assigned PDN GW may be provided to the UE for use with host based mobility as defined in 3GPP TS 23.402 [2].

Editor's note:
It is FFS whether host-based mobility requires additional information and/or mechanisms.

4.3.7.2
Serving GW Selection Function

The Serving GW selection function selects an available Serving GW for serving a UE. The selection bases on network topology, i.e. the selected Serving GW serves the UE's location and in case of overlapping Serving GW service areas, the selection may prefer Serving GWs with service areas that reduce the probability of changing the Serving GW. Other criteria for Serving GW selection may be load balancing between Serving GWs.

If combined Serving and PDN GWs are configured in the network the Serving GW Selection Function preferably derives a Serving GW that is also a PDN GW for the UE.

The Domain Name Service function may be used to resolve a DNS string into a list of possible Serving GW addresses which serve the UE’s location. The details of the selection are implementation specific. 

Editor's note: In case of handover from non-3GPP accesses in roaming scenario, the serving GW selection function for local anchoring is described in 3GPP TS 23.402.

4.3.7.3
MME Selection Function
The MME selection function selects an available MME for serving a UE. The selection bases on network topology, i.e. the selected MME serves the UE’s location and in case of overlapping MME service areas, the selection may prefer MMEs with service areas that reduce the probability of changing the MME. Other criteria for MME selection may be load balancing between MMEs.
The function selects the specific MME to which initial NAS signalling messages are routed on S1-MME. If the MME Selection Function has an MME address on S1-MME available for the NRI derived from the initial NAS signalling message then this message is routed to this address. If no MME address is available for the derived NRI or if no NRI can be derived (e.g. the UE indicated identity which contains no NRI) then the MME Selection Function selects an available MME (e.g. according to load balancing) and routes the message to the selected MME.
The MME Selection function is further detailed in 36.300.
4.3.7.4
SGSN Selection Function

The SGSN selection function selects an available SGSN for serving a UE. The selection bases on network topology, i.e. the selected SGSN serves the UE's location and in case of overlapping SGSN service areas, the selection may prefer SGSNs with service areas that reduce the probability of changing the SGSN. Other criteria for SGSN selection may be load balancing between SGSNs.

4.3.8
Domain Name Service Function

The Domain Name Service function resolves logical PDN GW names to PDN GW addresses. This function is standard Internet functionality according to RFC 1034 [17], which allows resolution of any name to an IP address (or addresses) for PDN GWs and other nodes within the EPS.
4.3.9
Network-level Redundancy and Load Sharing Functions

4.3.9.1
NRI Routing function
In the presence of several MMEs serving the UE location the eNodeB is presented with the problem to route the uplink traffic to the correct MME. The UE provides an MME Selector parameter in the AS part of the initial UE message to the eNodeB. The MME Selector contains a routing parameter with a fixed length of n bits (FFS). This routing parameter transports the NRI value. In addition the MME Selector contains an indication from which identity (S-TMSI, IMSI, … (FFS)) the routing parameter is derived. The eNodeB masks the significant bits out of the routing parameter part of the MME Selector to determine the NRI which is relevant to identify the MME. The most significant bit of the NRI shall correspond with the most significant bit of the routing parameter in the MME Selector. 

Editors note: The need for, and details of, derivation of the routing parameter from other identities such as the IMEI is FFS
4.3.9.2
Load redistribution function

Editor’s note: The mechanisms for load redistribution in an MME Pool are FFS. Improvements compared to the legacy mechanisms seem to be feasible, if UE impact can be accepted.
**** End of 3rd change ****

**** Beginning of 4th change ****
4.4
Network Elements

4.4.1
E-UTRAN

E-UTRAN is described in more detail in 3GPP TS 36.300 [5].

In addition to the E-UTRAN functions described in 3GPP TS 36.300 [5], E-UTRAN functions include:

-
Header compression and user plane ciphering


-
UL bearer level rate enforcement based on AMBR and MBR 
(e.g. by limiting the amount of UL resources granted per UE over time)

-
UL and DL bearer level admission control
4.4.2
MME 

MME functions include:

-
NAS signalling 

-
NAS signalling security

-
Inter CN node signalling for mobility between 3GPP access networks (terminating S3)

-
Idle mode UE Reachability (including control and execution of paging retransmission)
-
Tracking Area list management (for UE in idle and active mode)
-
PDN GW and Serving GW selection

-
MME selection for handovers with MME change

-
SGSN selection for handovers to 2G or 3G 3GPP access networks

-
Roaming (S6a towards home HSS)

-
Authentication

-
Bearer management functions including dedicated bearer establishment.
-
Load redistribution in an MME Pool
NOTE:
The Serving GW and the MME may be implemented in one physical node or separated physical nodes.

4.4.3
Gateway

4.4.3.1
General

Two logical Gateways exist:

-
Serving GW (S-GW)

-
PDN GW (P-GW)

NOTE:
The PDN GW and the Serving GW may be implemented in one physical node or separated physical nodes.

4.4.3.2
Serving GW

The Serving GW is the gateway which terminates the interface towards E-UTRAN. 

For each UE associated with the EPS, at a given point of time, there is a single Serving GW.

Serving GW functions include for both the GTP-based and the PMIP-based S5/S8:

-
the local Mobility Anchor point for inter-eNodeB handover

-
Mobility anchoring for inter-3GPP mobility (terminating S4 and relaying the traffic between 2G/3G system and PDN GW) 

-
E-UTRAN idle mode downlink packet buffering and initiation of network triggered service request procedure

-
Lawful Interception

-
Packet routeing and forwarding
-
Transport level packet marking in the uplink and the downlink

-
Accounting on user and QCI granularity for inter-operator charging

-
UL and DL charging per UE, PDN, and QCI
(e.g. for roaming with home routed traffic)

Additional Serving GW functions for the PMIP-based S5/S8 are captured in 3GPP TS 23.402 [2].
4.4.3.3
PDN GW

The PDN GW is the gateway which terminates the SGi interface towards the PDN. 

If a UE is accessing multiple PDNs, there may be more than one PDN GW for that UE.

PDN GW functions include for both the GTP-based and the PMIP-based S5/S8:

-
Per-user based packet filtering (by e.g. deep packet inspection)

-
Lawful Interception

-
UE IP address allocation

-
Transport level packet marking in the downlink

-
UL and DL service level charging as defined in 3GPP TS 23.203 [6]
(e.g. based on SDFs defined by the PCRF, or based on deep packet inspection defined by local policy)

-
UL and DL service level gating control as defined in 3GPP TS 23.203 [6]

-
UL and DL service level rate enforcement as defined in 3GPP TS 23.203 [6] 
(e.g. by rate policing/shaping per SDF)

-
DL rate enforcement based on AMBR
(e.g. by rate policing/shaping per aggregate of traffic of SDFs associated with Non-GBR QCIs)

-
DL rate enforcement based on the accumulated MBRs of the aggregate of SDFs with the same GBR QCI
(e.g. by rate policing/shaping)

Additionally the PDN GW includes the following functions for the GTP-based S5/S8:

-
UL and DL bearer binding as defined in 3GPP TS 23.203 [6]

-
UL bearer binding verification 

Editor's Note: This is to verify that the UE applies the UL packet filters correctly and does not misbehave, e.g., by sending packets on a "premium bearer" even though the packets do not match the UE's UL packet filters associated with that "premium bearer". Once the term ‘UL bearer binding verification’ has been defined in 3GPP TS 23.203 this editor’s note can be replaced with a corresponding reference.
4.4.4
SGSN

In addition to the functions described in 3GPP TS 23.060 [7], SGSN functions include:

-
Inter EPC node signalling for mobility between 2G/3G and E-UTRAN 3GPP access networks

-
PDN and Serving GW selection

-
MME selection for handovers to E-UTRAN 3GPP access network

4.4.5
GERAN

GERAN is described in more detail in 3GPP TS 43.051 [15].

4.4.6
UTRAN

UTRAN is described in more detail in 3GPP TS 25.401 [16].

4.4.7
MBMS 

Editor’s Note: It is FFS how these functions are allocated to functional entity/entities.

4.4.7.1
MBMS1 function

One or more MBMS1 function entities are used in a PLMN.

MBMS1 functions include:

-
Session control of MBMS bearers to the E-UTRAN access (including reliable delivery of Session Start/Session Stop to E-UTRAN)

-
Transmit Session control messages towards multiple E-UTRAN nodes

-
It is FFS whether MBMS1 filters the distribution of Session Control message to E-UTRAN nodes based on MBMS service area 

-
It provides an Sm interface to the MBMS2 function: it receives MBMS service control messages and the IP Multicast address for MBMS data reception from MBMS2 function over this Sm interface
NOTE:
When a UE leaves or enters MBMS bearer coverage, the service continuity is handled by the Service Layer (in UE and network).

4.4.7.2
MBMS2 function

One or more MBMS2 function entities are used in a PLMN.

MBMS2 functions include:

-
It provides an interface for entities using MBMS bearers through the SGi-mb (user plane) reference point
-
It provides an interface for entities using MBMS bearers through the SGmb (control plane) reference point
-
IP multicast distribution of MBMS user plane data to eNodeBs (M1-U reference point)

-
Content synchronization for MBSFN (MBMS over Single Frequency Networks)

NOTE:
In case of mobility in or out from an MBMS service area, the service continuity is handled by the Service Layer (in UE and network).
-
Header compression for MBSFN MBMS data

-
It allocates an IP Multicast address to which the eNodeB should join to receive the MBMS data. This IP Multicast address is provided to the eNodeB via MBMS1 function.

-
MBMS2 can communicate with multiple MBMS1
4.4.7.3
eBM-SC

The eBM-SC is a functional entity which provides the functions on MBMS service layer. It may serve as an entry point for content provider MBMS transmissions, used to authorise and initiate MBMS bearers within the PLMN and can be used to schedule and deliver MBMS transmissions. The eBM-SC is further described in 3GPP TS 26.346 [13].

**** End of 4th change ****

� 	Because of the clear control / user plane split achieved for the S1 interface, network redundancy for S1-U can be realized by other means, mainly the GW selection function in MME.


� The eNodeB functionality supporting MME Pools is further described in TS 36.300.
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