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Start 1st Change
3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

AS
Access Stratum

BSC
Base Station Controller

BVCI
BSSGP Virtual Connection Identifier

CN
Core Network

CS
Circuit Switched

CS-MGW
Circuit Switched Media Gateway

DNS
Directory Name Server

IDNNS
Intra Domain NAS Node Selector

LA
Location Area

LAI
Location Area Identity

MOCN
Multi-Operator Core Network

MS
Mobile Station

MSC
Mobile Switching Centre

NAS
Non Access Stratum

NRI
Network Resource Identifier

O&M
Operation and Maintenance

PS
Packet Switched

RA
Routing Area

RAI
Routing Area Identity

RAN
Radio Access Network

RNC
Radio Network Controller

SRNS
Serving Radio Network Subsystem

TMSI
Temporary Mobile Station Identity

TLLI
Temporary Logical Link Identifier

UE
User Equipment
XA
eXtended Area
XAC
eXtended Area Code

XAI
eXtended Area Identity

End 1st Change
Start 2nd Change
4
General Description

[...]

4.2
Overview

Editor's Note:
Clarification is required in order to remove RAN nodes and CN node terminology and to capture that this is referring to the control signalling aspects.

The Intra Domain Connection of RAN Nodes to Multiple CN Nodes overcomes the strict hierarchy, which restricts the connection of a RAN node to just one CN node. This restriction results from routing mechanisms in the RAN nodes which differentiate only between information to be sent to the PS or to the CS domain CN nodes and which do not differentiate between multiple CN nodes in each domain. The Intra Domain Connection of RAN Nodes to Multiple CN Nodes introduces a routing mechanism (and other related functionality), which enables the RAN nodes to route information to different CN nodes within the CS or PS domain, respectively.

The Intra Domain Connection of RAN Nodes to Multiple CN Nodes introduces further the concept of “pool-areas” which is enabled by the routing mechanism in the RAN nodes. A pool-area is comparable to an MSC or SGSN service area as a collection of one or more RAN node service areas. In difference to an MSC or SGSN service area a pool-area is served by multiple CN nodes (MSCs or SGSNs) in parallel which share the traffic of this area between each other. Furthermore, pool-areas may overlap which is not possible for MSC or SGSN service areas. From a RAN perspective a pool-area comprises all LA(s)/RA(s)/XA(s) of one or more RNC/BSC that are served by a certain group of CN nodes in parallel. One or more of the CN nodes in this group may in addition serve LAs/RAs/XAs outside this pool-area or may also serve other pool-areas. This group of CN nodes is also referred to as MSC pool or SGSN pool respectively.

End 2nd Change
Start 3rd Change
4.3
Pool-Area and Network Resource Identification

A pool-area is an area within which an MS may roam without a need to change the serving CN node. A pool-area is served by one or more CN nodes in parallel. The complete service area of a RAN node (RNC or BSC) belongs to the same one or more pool-area(s). A RAN node service area may belong to multiple pool-areas, which is the case when multiple overlapping pool-areas include this RAN node service area. The pool-areas of the CS and of the PS domain are configured independently with the granularity of RAN node service areas. Therefore, all uniqueness statements below apply to each of the domains (CS/PS) separately. If LAs or RAs or XAs span over multiple RAN node service areas then all these RAN node service areas have to belong to the same pool-area.
End 3rd Change
Start 4th Change
4.5a
Load Re-Distribution

4.5a.1
General

There are situations where a network operator will wish to remove load from one CN node in an orderly manner (e.g. to perform scheduled maintenance, or, to perform load re-distribution to avoid overload) with minimal impact to end users and/or additional load on other entities. The re-distribution procedure does not require any new functionality in the terminal, that is, all terminals can be moved.

Re-distribution of UEs is initiated via an O&M command in the CN node, which needs to be off-loaded. In a first phase (a couple of Periodic LU/RAU periods long), UEs doing LU/RAU or Attach are moved to other CN nodes in the pool. When the CN node receives the Location Update, Routing Area Update or Attach request, it returns a new TMSI/P-TMSI with a null-NRI, and a non-broadcast LAI/RAI/XAIs in the accept message.

In CS domain the non-broadcast LAI/XAIs will cause the terminal to immediately send a new Location Update, which the RAN node then will route to a new MSC due to the null-NRI. In the PS domain, a new Routing Area Update is triggered by setting the periodic routing area update timer to a sufficiently low value (recommended value is 4 seconds) in the accept message. The UE will shortly after send a new Routing Area Update that the RAN node then will route to a new SGSN due to the presence of a null-NRI.

In a second phase (PS domain specific), the SGSN requests all UEs trying to set up PDP Contexts to detach & reattach. When they reattach, the SGSN moves them as in the first phase described above.

A third phase includes scanning through remaining UEs and initiating a move of them to other CN nodes. In the PS domain UEs are requested to detach and reattach, which will cause them to be moved. In case of CS domain a new TMSI is allocated to these UEs using the TMSI re-allocation procedure (with null-NRI and non-broadcast LAI/XAIs) so that a Location Update is triggered when the ongoing CM transaction ends, which will cause them to be moved.

UEs being moved from one CN node are stopped from registering to the same CN node again by an O&M command in BSCs and RNCs connected to the pool. UEs moving into a pool area may also be stopped from registering into a CN node being off-loaded in the same manner.

In network configurations using MOCN network sharing, re-distribution is always done between CN nodes within the same CN Operator. This is ensured by each CN Operator using his own unique null-NRI. The RAN node is preconfigured with the null-NRIs for the different CN Operators, and it uses the null-NRI to select a CN node within the same CN Operator.

A CN node should ensure that move operations does not overload the network. BSCs and RNCs shall be able to handle situations where several CN nodes are off-loaded simultaneously.

End 4th Change
Start 5th Change
4.6
Mobility Management

An MS performs LA or RA Updates and Attachments, which may result in a change of the serving CN node. In these procedures the new CN node requests from the old CN node MS specific parameters. If multiple CN nodes are configured in the new CN node for the old RA or LA or XA indicated by the MS then the new CN node derives the NRI from the old (P-)TMSI indicated by the MS. The new CN node uses the old RA or LA or XA together with the NRI to derive the signalling address of the old CN node from its configuration data. If the network contains nodes that cannot derive the old CN node from LAI/RAI/XAI and NRI a default CN node for each RA or LA or XA (as described below) shall be used to resolve the ambiguity of the multiple CN nodes serving the same area.
End 5th Change
Start 6th Change
4.7
Default CN node and Backwards Compatibility

CN nodes that can only derive one CN node from the LAI or RAI or XAI (e.g. because they do not support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes, or no detailed knowledge of the NRIs is configured) are not aware, that multiple CN nodes may serve a LA or RA or XA. These nodes can therefore contact only one CN node per LA or RA or XA, respectively. This node will further on be referred to as default node.

A default node resolves the ambiguity of the multiple CN nodes per LA or RA or XA by deriving the NRI from the TMSI and P-TMSI. The default node relays the signalling between the new CN node and the old CN node.sssss
Note that the default node is configured per LA or RA or XA. So different CN nodes in a network might have configured different default nodes for a LA or RA or XA. With this approach more than one of the CN nodes that serve a pool-area can be used as default-node, so load concentration on one node and a single point of failure can be avoided.

Note further, that it may be required to keep information on ongoing MAP/GTP dialogues in the default nodes.

The handover/relocation from CN nodes which do support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes to CN nodes not supporting this features does not need a NAS Node Selection Function in the originating CN node as there is only one target CN node. The originating CN node discovers from its configuration data, that there is only one target CN node for the requested handover/relocation target ID.

End 6th Change
Start 7th Change
4.8
Support of combined mobility management procedures

4.8.1
Attach

In case of 'combined GPRS/IMSI attach' or 'GPRS attach when already IMSI attached', the SGSN sends the Location Update Request message to the MSC/VLR. The SGSN selects an MSC/VLR from the available MSC/VLRs which serve the current LA or XAs of the MS. The selection bases on a hash value derived from the IMSI. It is configured in the SGSN which range of the hash values relates to which MSC/VLR. This selection mechanism avoids a random change of the MSC/VLR for MSs using combined procedures when an SGSN fails. The new SGSN will select the same MSC/VLR.

4.8.2
Routing area update

The CN node changes in the following considerations result from pool-area changes (when pool-areas are configured) or from CN node service area changes (when no pool-areas are configured). For each domain (PS or CS) it is configured independently whether pool-areas are used or not.

When neither the MSC nor the SGSN are changed, the association for an MS between both CN nodes will also not change.

When the MSC changes but the SGSN does not change, the SGSN selects a new MSC because the new LA or XAs is not served by the old MSC/VLR. The selection mechanism is as described for the attach above.

When the SGSN changes but the MSC does not change, the new SGSN selects the old MSC to establish a Gs association because the new SGSN uses the same selection mechanism as described above for the attach with the same parameters as configured in the old SGSN.

When both the MSC and the SGSN change, the new SGSN selects a new MSC to establish a Gs association. The selection mechanism is as described for the attach above..
End 7th Change
Start 8th Change
5.3
BSC Functions

5.3.1
A interface mode

The BSC provides the NAS Node Selection Function. It is aware whenever a new RR connection is established. In particular, the BSC always examines the content of the Initial Layer 3 message sent by the MS in order to determine the position of the MS Classmark and to extract its contents. The examination of the Initial Layer 3 message content allows the BSC to observe the TMSI+LAI or TMSI+XAI or IMSI or IMEI.

The BSC derives from Initial Layer 3 messages the NRI from the TMSI. It is configured in the BSC (O&M) which bits of the TMSI are significant for the NRI. The BSC routes the Initial Layer 3 message according to the NRI to the relevant MSC if an MSC address is configured in the BSC for the specific NRI. The association between NRI values and MSC addresses is configured in the BSC (O&M).

If no MSC address is configured in the BSC for the requested NRI, or if no TMSI is sent by the MS (e.g. an IMSI or IMEI), then the BSC routes the initial NAS signalling message to an MSC selected from the available MSCs. In addition, the BSC may route the initial NAS signalling message to an MSC selected from the available MSCs if this message is a Location Update Request messages and the PLMN ID in the LAI or XAI is not one of the PLMN IDs served by the BSC (FFS). The selection mechanism is implementation dependent and should enable load balancing between the available MSCs.

In case a MSC sends a paging-request with IMSI, the NAS node selection function in the BSC shall upon reception temporarily store the MSC/VLR-identity of the node that issued the paging-request message.

5.3.2
Gb mode

The BSC provides the NAS Node Selection Function. The MS sends the TLLI to the BSC. The NRI is part of the P-TMSI and therefore also contained in the 'local TLLI' or in the 'foreign TLLI'. The number of bits out of the TLLI which are significant for the NRI is configured in the BSC (O&M).

A 'local TLLI' indicates to the BSC that the TLLI is derived from a P-TMSI which was assigned for the current RA or list of XAs, i.e. the 'local TLLI' contains an NRI which is valid for routing to an SGSN. A 'foreign TLLI' indicates to the BSC that the TLLI is derived from a P-TMSI which was assigned for another RA than the current RA or for another list of XAs than the current list of XAs. The BSC does not know whether the other RA or XA and therefore the related P-TMSI belongs to the same pool-area or not unless this is configured in the BSC (which is not intended). Consequently, the BSC assumes, that the 'foreign TLLI' contains a NRI which is valid for routing to an SGSN.

End 8th Change
Start 9th Change
5.4
MSC Functions

[...]

5.4.2
Mobility Management and Handover/Relocation

For MAP signalling between two MSCs which both support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes the new MSC derives the address of the old MSC from the old LAI and the NRI or the old XAI and the NRI contained in the old TMSI. The MSC addresses for each LAI and NRI or each XAI and NRI combination are configured in the MSC (O&M). If the network contains MSCs that cannot derive the old MSC from LAI and NRI or XAI and NRI the default MSC per LAI or XAI as described below shall be used (e.g. to reduce the configuration effort). Some redundancy may be required as the default MSC is a single point of failure.

The load balancing between multiple target MSCs at handover/relocation into a pool area is described in "4.5
Load Balancing". The handover/relocation from an MSC that supports the Intra Domain Connection of RAN Nodes to Multiple CN Nodes to an MSC not supporting the feature needs no new functionality, as there is only one MSC that serves the handover/relocation target.

5.4.3
Backward Compatibility and Default MSC

If a default MSC that is serving a pool-area receives MAP signalling (e.g. to fetch the IMSI or to get unused cipher parameters) it has to resolve the ambiguity of the multiple MSCs per LAI or XAI by deriving the NRI from the TMSI. The MSC relays the MAP signalling to the old MSC identified by the NRI in the old TMSI unless the default MSC itself is the old MSC. For every NRI value that is used in the pool-area an MSC address is configured in the default MSC (O&M).

NOTE:
It might be required to keep information on ongoing MAP dialogues in the default MSC.

5.4.4
Support of Combined Procedures

If the SGSN does not support the Intra Domain Connection of RAN Nodes to Multiple CN Nodes then only one default out of the MSCs serving the related LA or XA can be used for the combined procedures. A relaying or diverting from the default MSC to another is FFS. Distributing the associations of the combined procedures according to the LAs or XAs would result in MSC changes when the MS is still in the old MSC service area.

End 9th Change
Start 10th Change
5.5
SGSN Functions

[...]

5.5.2
Mobility Management and Handover/Relocation

For the GTP signalling between two SGSNs supporting the Intra Domain Connection of RAN Nodes to Multiple CN Nodes the new SGSN derives the address of the old SGSN from the old RAI and the NRI or the old XAI and the NRI contained in the old P-TMSI/TLLI. The SGSN addresses are configured in the SGSN (O&M) or in DNS for each RAI and NRI or each XAI and NRI combination. If the network contains SGSNs that cannot derive the old SGSN from RAI and NRI or XAI and NRI the default SGSN per RAI or XAI as described below shall be used (e.g. to reduce the configuration effort).

The load balancing between multiple target SGSNs at handover/relocation into a pool area is described in "4.5: Load Balancing". The handover/relocation from an SGSN that supports the Intra Domain Connection of RAN Nodes to Multiple CN Nodes to an SGSN not supporting the feature needs no new functionality, as there is only one SGSN that serves the handover/relocation target.

5.5.3
Backward Compatibility and Default SGSN

If a default SGSN that is serving a pool-area receives GTP signalling (e.g. to fetch the IMSI or to get unused cipher parameters) it has to resolve the ambiguity of the multiple SGSNs per RAI or XAI by deriving the NRI from the P-TMSI. The SGSN relays the GTP signalling to the old SGSN identified by the NRI in the old P-TMSI unless the default SGSN itself is the old SGSN. For every NRI value that is used in the pool-area an SGSN address is configured in the relaying SGSN (O&M) or in DNS.

NOTE:
It might be required to keep information on ongoing GTP dialogues in the default SGSN.

5.5.4
Support of Combined Procedures

The SGSN has to select an MSC at the Gs interface for the combined procedures if multiple MSCs are configured for the relevant LAI or XAI. The MSC out of the available MSCs is selected based on the IMSI. This prevents an MSC change for many MSs if an SGSN fails and the re-attaching MSs would get assigned another MSC by the new SGSN. Two HLR updates instead of one would be the result.

From the IMSI the SGSN derives a value (V) using algorithm [(IMSI div 10) modulo 1000]. Every value (V) from the range 0 to 999 corresponds to a single MSC node. Typically many values of (V) may point to the same MSC node. The configuration of the MSC node should be the same in the same RNC area.

End 10th Change
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