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This contribution discusses the issue of overlapping address spaces in EPS.

1. Introduction

This contribution suggests a mechanism for dealing with overlapping address spaces in EPS.

Although not advisable, it is certainly possible, that two PDNs reuse the same IP Address space. Although this is unnecessary and highly discouraged in IPv6, it is rather common practice in IPv4. Therefore, the tunnelling mechanisms used in EPS to interconnect UEs with their PDNs must be able to deal with such use of overlapping address spaces.

2. Discussion

This section describes the problem with overlapping address spaces and indicates how this problem was dealt with in TS23.060. It then identifies the scope of the problem for EPS and proposes a solution.

2.1`
The problem with downstream routing

For downstream traffic, the issue presented by overlapping address spaces is that two UEs can be addressed by the same IP address. When that happens, a node performing destination address based routing has no way of deciding to which of the two UEs the given packet belongs to.

2.2
The problem with upstream routing

A corresponding issue also exists in the upstream direction. Traffic coming from different UEs must be directed to the PDN each UE belongs to. Such, policy based routing, is typically based on the source IP address. When two end nodes can use the same IP address, however, the source address is not sufficient information. 

2.3
The scope of the problem in EPS

In EPS: 

· DSMIPv6 based S2c, creates a UE specific tunnel from the UE to its PDN’s HA which fully supports overlapping addresses

· PMIPv6 based S5/S8/S2, however, normally creates one tunnel between the PMIP MAG and the PMIP LMA (PDNGW) for all UEs under a given MAG. 

· MIPv4 FA Mode based S2a also creates one tunnel between the MIPv4 FA and the MIPv4 HA (PDNGW) for all UEs under a given FA. This is not sufficient in some cases.

Normally it is expected that each PDN is served by a different PDNGW. Although this is certainly possible and the existing specification allows it, it does not cover all deployment options. In some cases it is beneficial for the same physical PDNGW entity to serve multiple PDNs.

2.4
Possible solutions in EPS
the following options are available when PMIPv6 (S2/S5/S8) and/or MIPv4 FA Mode (S2a) is used: 

Virtual HAs: The problem with overlapping address spaces is simply resolved by using a one to one mapping between PDNGW addresses and PDNs. 

· In practice this means that even when a single PDNGW is serving multiple PDNs, a different IP address is used for each of the PDNs it servers. 

· This configuration is some times called “virtual routing” or in the context of MIP/PMIP “virtual HA/LMA”. The term “virtual” is used to indicate that the same “physical” box (e.g., a PDNGW) runs multiple instances of “virtual HAs” each identified by a different IP address.

· The PDN GW discovery mechanism must provide different PDN GW addresses per different PDNs, even though there is only one physical PDN GW serving different PDNs.

GRE Encapsulation: When using different IP addresses for each PDN is not desirable, multiple PDNs will, as a consequence, be served by a single PDNGW IP address. In that case GRE encapsulation should be used. 

· When GRE encapsulation is used, a different GRE-key must be used to differentiate PDNs using overlapping address spaced if the tunnel runs between the same MAG/FA and LMA/HA addresses. 

· draft-muhanna-netlmm-grekey-option-00.txt, defines how GRE-keys can be negotiated between MAG and LMA in PMIPv6 

· draft-yegani-gre-key-extension-03 indicates how the same can be done between FA and HA when MIPv4 FA Mode is used.

4. Proposal

*** Start of 1st modified section ***
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*** End of 1st modification***
*** Start of 2nd modification***
5.4.2.1
PDN GW Selection Function for non-3GPP Accesses
PDN Gateway selection for non-3GPP accesses uses similar mechanisms as defined in 3GPP TS 23.401, with the following modification:

· Instead of the HSS, the PDN Gateway selection function interacts with the 3GPP AAA Server or 3GPP AAA Proxy.
· When PMIPv6 and/or MIPv4 FA Mode protocols are used towards a PDN Gateway, PDNs that may use overlapping private address spaces [x3] should be associated with different PDN GW addresses. If a single PDNGW address is instead used for multiple PDNs, that may use overlapping private address spaces, GRE encapsulation must be used as defined in [x1] for PMIPv6 and [x2] for MIPv4 FA Mode. In this configuration a different GRE-key is used for each PDN using private address space serviced by the same PDNGW address. 

NOTE: DSMIPv6 creates a unique tunnel per UE between the UE and the PDNGW so the aforementioned issue does not exist and use of GRE is not required.

During the initial authorization, PDN Gateway selection information is returned.  This enables the entity requiring the address of the gateway to proceed with selection. Once the selection has occurred, the PDN Gateway stores its association with a UE.  This permits the 3GPP AAA Server or Proxy to provide the PDN Gateway address subsequently. 

In the case that a UE already has an assigned PDN Gateway, this gateway's address will be returned by the 3GPP AAA Server or Proxy during the authorization step.  This eliminates the need for PDN Gateway selection.

Editor's Note:
The storage of the PDN Gateway address information (whether in the HSS or 3GPP AAA Server) is FFS.

Editor's Note:
It is FFS whether the PDN Gateway selection mechanism defined in 23.401 can be used to determine the Serving Gateway.

Note that the location of the PDN GW selection function depends upon the type of S2 interface used for attachment and the IP mobility mechanism being used.

-
For PMIPv6 on S2a/b, the entity requesting the PDN Gateway is the entity acting as Mobile Access Gateway (MAG). It’s FFS for home routed roaming case with an anchor in the VPLMN.

-
For MIPv4 FA mode on S2a, the entity requesting the PDN Gateway is the entity that plays the role of the FA. It’s FFS for home routed roaming case with an anchor in the VPLMN.

Additionally, for the S2c reference point, the UE needs to know the IP address of the PDN Gateway for the PDN the UE wants to connect to. This address is made known to the UE with one of the following ways:

1)
Via attach procedure for 3GPP access (as defined in TS 23.401)

2)
Via IKEv2 during tunnel setup to ePDG

3)
The UE can request a PDN Gateway address in a given PDN via DHCP

4)
If the IP address of the PDN GW is not delivered using options 1-3 above the UE can resolve an FQDN corresponding to a PDN via DNS.

Editor’s note: It is FFS under which conditions (e.g. in which accesses) the above methods can be used

Editor's Note: It is FFS how the FQDN in alternative 4 is constructed from available information. For example the UE could use home APN (or W-APN) and well known strings (e.g., “homeagent”) to construct such an FQDN.

Editor’s Note: The mechanism for mobility mode selection (i.e. host-based vs network-based mobility) is FFS.

*** End of 2nd modification***
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