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1 Introduction and Conclusion
Efficient rate policing/shaping schemes typically treat all packets of the inbound traffic the same. That is when a packet is to be dropped/delayed the “importance” of the packet is not taken into account. This may lead to unwanted effects when enforcing the Aggregate Maximum Bit Rate (AMBR) – see Section 4.6.2 in 23.401 – for a group of Non-GBR bearers that are associated with different QCIs/Labels.
For example, IMS signaling would typically be mapped to a Non-GBR bearer because dedicated network resources usually do not have to be permanently allocated for such kind of traffic. In that case IMS signaling would be subject to AMBR-based rate policing/shaping. This may then lead to the event that an IMS signaling packet gets dropped/delayed when it would have been preferable to instead drop/delay a less “important” packet. This problem has already been described in more detail in S2-071123.

This contribution proposes a simple solution to the problem.
2 Text Proposal for 23.401
*** Start 1st change ***
4.6.2
Bearer level QoS parameters

Each EPS bearer (GBR and Non-GBR) is associated with the following bearer level QoS parameters:

-
Label.
-
Allocation and Retention Priority (ARP).

A Label is a scalar that is used as a reference to access node-specific parameters that control bearer level packet forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.), and that have been pre-configured by the operator owning the access node (e.g. eNodeB). A one-to-one mapping of standardized Label values to standardized Label Characteristics (see clause 4.6.3) will be captured in a 3GPP specification. 

Editor's Note:
Need to add this to the "3GPP specification" and create formal reference.

NOTE 1:
On the radio interface and on S1, each PDU (e.g. RLC PDU or GTP-u PDU) is indirectly associated with one Label via the bearer identifier carried in the PDU header. The same applies to the S5 and S8 interfaces if they are based on GTP-u.

The primary purpose of ARP is to decide whether a bearer establishment / modification request can be accepted or needs to be rejected in case of resource limitations (typically available radio capacity in case of GBR bearers). In addition, the ARP can be used (e.g. by the eNodeB) to decide which bearer(s) to drop during exceptional resource limitations (e.g. at handover). Once successfully established, a bearer's ARP shall not have any impact on the bearer level packet forwarding treatment (e.g. scheduling and rate control). Such packet forwarding treatment should be solely determined by the other bearer level QoS parameters: Label, GBR, MBR, and AMBR.

NOTE 2:
The ARP should be understood as "Priority of Allocation and Retention"; not as "Allocation, Retention, and Priority". A more precise definition of ARP, e.g. the encoding of 'retention', is left FFS. 

Each GBR bearer is additionally associated with the following bearer level QoS parameters:

-
Guaranteed Bit Rate (GBR).
-
Maximum Bit Rate (MBR).
The GBR denotes the bit rate that can be expected to be provided by a GBR bearer. The MBR limits the bit rate that can be expected to be provided by a GBR bearer (e.g. excess traffic may get discarded by a rate shaping function). The MBR may be greater than or equal to GBR for a particular GBR bearer.

Editor's note:
Rate-adaptation schemes are FFS.

Each PDN connection (i.e. IP address) is associated with the following IP-CAN session level QoS parameter:

-
Aggregate Maximum Bit Rate (AMBR).
Multiple EPS bearers of the same PDN connection can share the same AMBR. That is, each of those EPS bearers could potentially utilize the entire AMBR, e.g. when the other EPS bearers do not carry any traffic. The AMBR limits the aggregate bit rate that can be expected to be provided by the EPS bearers sharing the AMBR (e.g. excess traffic may get discarded by a rate shaping function). AMBR applies to all Non-GBR bearers belonging to the same PDN connection. GBR bearers are outside the scope of AMBR. 
All the AMBRs for different PDN accesses of a UE are transmitted to the MME from the HSS once the UE has attached to the network.

The GBR and MBR denote bit rates of traffic per bearer while AMBR denotes a bit rate of traffic per group of bearers. Each of those three bearer level QoS parameters has an uplink and a downlink component. On S1_MME the values of the GBR, MBR, and AMBR refer to the bit stream excluding the GTP-u header overhead on S1_U.

Editor's note:
A more precise definition of GBR, MBR, and AMBR, e.g. whether those parameters only denote a bit rate or additionally also a token bucket size, is left FFS.

A GBR bearer with GBR=0 and MBR>0 is a valid configuration and should lead to the establishment of the bearer. Such a GBR bearer may be regarded as a Non-GBR bearer that has a ‘per bearer MBR’ outside the scope of AMBR. 
NOTE:
A GBR bearer with GBR=0 and MBR>0 can be used to protect important traffic (e.g., IMS signaling) from getting dropped/delayed by a rate policing/shaping function that operates based on AMBR and that may not differentiate between traffic from different bearers. 
4.6.3
Standardized Label Characteristics

*** End of 1st change ***
*** Start 2nd change ***

Annex B (Informative):
Standardized QCI / Label Characteristics – Rationale and Principles

Table B-1 Standardized QCI/Label Characteristics
	Name of
QCI/Label Characteristic
(Note 1)
	L2 Packet Delay Budget

	L2 Packet Loss Rate

	Example Services

	1 (GBR)
	< 50 ms
	High (e.g.10-1)
	Realtime Gaming

	2 (GBR)
	50 ms (80 ms) (Note 2)
	Medium (e.g.10-2)
	VoIMS

	3 (GBR)
	250 ms
	Low (e.g.10-3)
	Streaming

	4 (GBR)
(Note 3)
	Low (~50 ms)
	e.g. 10-6
	IMS signalling

	5 (non-GBR)
	Low (~50ms)
	e.g. 10-3
	Interactive Gaming 

	6 (non-GBR)
	Medium(~250ms)
	e.g. 10-4
	TCP interactive 

	7 (non-GBR)
	Medium(~250ms)
	e.g. 10-6
	Preferred TCP bulk data 

	8 (non-GBR)
	High (~500ms)
	e.g. 10-6
	Best effort TCP bulk data 


NOTE 1:
New values offered by E-UTRAN could justify the addition of new lines. This is FFS. 

NOTE 2:
In label 2, the L2 packet delay of 50ms applies for E-UTRAN, while for UTRAN 80 ms should be expected.

NOTE 3:
In case of IMS signalling and traffic with similar characteristics (e.g., low load and/or bursty traffic pattern) the GBR bearer may be configured with GBR=0 and MBR>0.
Editor's note:
FFS: Need for a strict priority for Non-GBR Label Characteristics.

Editor's note:
Table B-1 is work in progress, the ultimate goal is to specify a table of Label Characteristics that is normative.

The following bullets capture design rationale and principles with respect to standardized Label Characteristics:

-
In general, congestion related packet drop rates and per packet delays can not be controlled precisely for Non‑GBR traffic. Both metrics are mainly determined by the current Non-GBR traffic load, the UE's current radio channel quality, and the configuration of user plane packet processing functions (e.g. scheduling, queue management, and rate shaping). That is the reason why sources running on a Non-GBR bearer should be prepared to experience congestion related packet drops and/or per packet delays that may exceed a given L2 PDB. The discarding (dropping) of packets is expected to be controlled by a queue management function, e.g. based on pre-configured dropping thresholds, and is relevant mainly for Non-GBR bearers. The discarding (dropping) of packets on GBR bearers should be considered to be an exception as long as the source sends at a rate smaller than or equal to GBR.

-
An operator would choose GBR bearers for services where the preferred user experience is "service blocking over service dropping", i.e. rather block a service request than risk degraded performance of an already admitted service request. This may be relevant in scenarios where it may not be possible to meet the demand for those services with the dimensioned capacity (e.g. on "new year's eve"). Whether a service is realized based on GBR bearers or Non‑GBR bearers is therefore an operator policy decision that to a large extent depends on expected traffic load vs. dimensioned capacity. Assuming sufficiently dimensioned capacity any service, both Real Time (RT) and Non Real Time (NRT), can be realized based only on Non-GBR bearers. 

-
Note that TCP's congestion control algorithm becomes increasingly sensitive to non congestion related packet losses (that occur in addition to congestion related packet drops) as the end-to-end bit rate increases. To fully utilise "EUTRA bit rates" TCP bulk data transfers will require an L2 PLR of less than 10-6.

*** End 2nd change ***



























































4/4
2007-08-21

