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Abstract of the contribution:

This papers evaluates various aspects related to the allocation of the downlink user plane termination for idle state UEs. An allocation of that functionality is proposed.

1 Introduction

This papers evaluates various aspects related to the allocation of the downlink user plane termination for idle state UEs. An allocation of that functionality is proposed.

2 UP handling functionality

a) Idle state UP termination on MME/SGSN/RNC:

MME UP functionality is needed just for idle state termination and paging. Depending on last used RAT and RAT on which the UE becomes active there are a number of different UP handling scenarios:
· S11 UP path Serving GW to MME just to receive downlink packets for idle state UEs
· S1-MME UP path MME to eNodeB to forward packets when UE went to idle state on eUTRAN and becomes active on eUTRAN

· S3 UP path MME to SGSN or RNC to forward packets when UE went to idle state on eUTRAN and becomes active on 2G/3G

· S3/S1-MME UP path SGSN to eNodeB to forward packets when UE went to idle state on 2G/3G and becomes active on eUTRAN

· Iu/S1 RNC UP path to eNodeB to forward packets when UE went to idle state on URA_PCH and becomes active on eUTRAN

· Iu/S4/S1-U UP path from RNC or SGSN to eNodeB may need to be routed via Serving GW, e.g. when 2G/3G and EPS network entities belong to different PLMNs or are in different (private) addressing domains
In case there are multiple bearers established for the UE multiple forwarding paths have to be setup.

To avoid user plane forwarding paths from MME to eNodeB one proposal carries the buffered data by signalling messages. However it cannot be excluded that larger amount of data have to be buffered and forwarded, which impacts signalling performance and results in a blurred control and user plane split. For the forwarding from MME to SGSN or RNC it seems not useful to carry user plane packets in signalling messages, so that a user plane forwarding would be needed anyhow for the MME based approach.
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b) Idle state UP termination on Serving GW:

This approach has no UP functionality on MME and no inter RAT data forwarding at idle to active state transition.
The Serving GW terminates and buffers downlink packets for idle state UEs; any buffering is node internal and requires no configuration or signalling for external standard interfaces

It may be even considered as router functionality: there is no route available for the UE’s downlink packets and the higher layers/software have to resolve that.
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Comparison:

When UP termination is allocated at MME the network and its configuration is getting more complex. Six reference points and four network entities get dedicated UP functionality for handling/forwarding of downlink packets for idle state UEs that are all not needed when idle state UP terminates on Serving GW. 
When UP termination is allocated at Serving GW then the Service Request procedures need to establish only the normal active state UP path. It is the S1-U establishment when the UE becomes active on eUTRAN and Gb or Iu for 2G/3G. The UP path on S4 remains established when the UE changes to idle state and needs not to be re-established.
When UP termination is allocated at MME the UP path remains always established towards the last used RAT. The UP path has to be changed when the UE becomes active on another RAT than used before it entered idle state. This adds UP setup/release to Service Request Procedures  when S4 UP needs to be modified. And requiring more effort the Service Request procedures have to manage at least three different data forwarding paths (RNC -> eNodeB, SGSN -> eNodeB, MME -> SGSN, MME -> RNC ?). Optionally forwarding via CN needs to be managed when direct forwarding to eNodeBs is not possible.
3 CP handling functionality

As shown in earlier papers most control functions show no major difference in signalling functionality or performance for the two alternatives. Some differences are mentioned for the amount of signalling needed to signal state change between idle and active when idle state signalling optimisation is applied. This is compared in the following.
a) Idle state UP termination on MME/SGSN/RNC:

For eUTRAN there is always the signalling to switch the UP path from Serving GW towards eNodeB or MME when the UE enters active or idle state. This functionality is independent from idle state signalling optimisations. Depending on user data patterns the state change may happen quite frequent unless there are means to maintain the active state for longer periods in eUTRAN.

For 2G and 3G access there is no additional signalling at idle to active transition for idle state signalling optimisation. The latter functionality starts specific signalling actions first when data arrive at the idle state buffer function of the last used RAT (i.e. at MME, SGSN or RNC). So the SGSN sends a paging initiation message to the MME any time it receives downlink packets for UEs in 3G-idle and 2G-Ready. In URA_PCH state the RNC sends paging initiation messages to the MME when receiving downlink packets. It seems useful to configure appropriately long Ready state timers to avoid high paging load from SGSN to MME and thereby also in eUTRAN.

b) Idle state UP termination on Serving GW:

For eUTRAN there is always the signalling to establish or release the UP path from Serving GW towards eNodeB when the UE enters active or idle state. This functionality is independent from idle state signalling optimisations. Depending on user data patterns the state change may happen quite frequent unless there are means to maintain the active state for longer periods in eUTRAN.

For 2G and 3G access the idle or active states are signalled from SGSN to the Serving GW so that the Serving GW can buffer and perform paging initiation or just route downlink packets depending on UE state. The URA_PCH state is signalled from RNC to SGSN so that the SGSN can signal it to the Serving GW. This functionality is used for idle state signalling optimisation.

Depending on user data patterns the state change and related signalling may happen quite frequent unless  the UTRAN prolongs the active state, e.g. by using URA_PCH state. In case the Rel-7 direct tunnel should be supported any idle-active transition on 3G is signalled to the Serving GWs in any case. For 2G the Ready state may be considered as active state. Also depending on user data patterns a short Ready state may generate considerable state signalling towards the Serving GW. Therefore the Ready state timer should be appropriately long to avoid entering this state during typical application data transfer scenarios. The Ready timer should be also long enough to avoid frequent RAT changes.

Two other effects limit the amount of state change indications. The UE will quite likely select preferably eUTRAN when available. In this case 2G/3G remains idle. And the idle state signalling optimisation may be deactivated when the UE remains on one RAT, e.g. when the UE moved out of eUTRAN coverage. Then S4 is always “active” and no state change is signalled to the Serving GW.

Comparison:

Terminating the UP at the Serving GW may generate more signalling. However when the UTRAN and GPRS (Ready) timers are tuned properly both alternatives have comparable signalling effort. Signalling is minimised by waiting for a stable idle state, which seems useful for both approaches. Under this assumption the amount of signalling may become comparable. Termination at RNC/SGSN/MME requires forwarding paging messages between different RATs when UE is in idle state and various path establishment signalling messages. Termination at Serving GW requires 2G/3G state signalling but less path establishment signalling. Paging initiation messages are reduced on 2G/3G by using user data packets to trigger transition to active state.
For the Serving GW frequent state change signalling may be no issue in case it is used in a similar way for all RATs. For the SGSN especially a short Ready timer may create some signalling effort. But this can and should be avoided as stated above for both approaches.
4 Differentiated Paging and Filtering
It was mentioned that performing differentiated paging may impact the allocation of the UP termination function. So, for example, SIP messages may trigger more paging repetitions than other packets. At the moment the requirement for such a functionality is not confirmed. SIP messages are encrypted so that a SIP message may be recognised only from the source IP address belonging to a P-CSCF. In case such a differentiated paging is applied it seems sufficient to analyse the source IP address of the few downlink packets received for idle state UEs. There  is no need and no use to perform a deep packet inspection.
For SIP signalling a dedicated bearer may be used. In this case the related bearer QoS or characteristics may be associated with a specific paging strategy. There is no need for any packet filtering or inspection to perform differentiated paging.

Filtering was also proposed to prevent paging for unintended packets. As idle to active transition is for the system more costly than a packet transfer in active state it seems interesting to filter packets that trigger paging. However also active state transferred packets will be charged so that a general filtering or firewall function is more appropriate. Therefore this functionality is better placed on the overall data path and not only in the path for data that trigger paging.
a) Idle state UP termination on MME/SGSN/RNC:

Assuming a paging strategies depending on the packet payload the MME, the SGSN and the RNC need to analyse packets. And the paging initiation messages between RNC and SGSN and between SGSN and MME need to indicate different paging levels. Without such an indication all packets need to be duplicated and forwarded to other RATs.
In case the bearers are used to differentiate paging strategies there is no need to analyse packets. The bearer type or a paging level needs to be indicated to other RATs in the paging messages to enable differentiated paging on all RATs.
b) Idle state UP termination on Serving GW:

Assuming a paging strategies depending on the packet payload the Serving GW and potentially the RNC and the SGSN need to analyse packets. The RNC and the SGSN analyse packets when forwarded packets are used to trigger paging. In this case the Serving GW would duplicate and forward all idle state downlink packets. The paging initiation messages from Serving GW to MME need to indicate different paging levels. 

In case the bearers are used to differentiate paging strategies there is no need to analyse packets. The bearer type or a paging level is indicated in the paging initiation message from Serving GW to MME. The same may be used towards the SGSN and RNC. But also duplicates of the initial downlink packets may be forwarded per bearer from Serving GW to SGSN to use the bearer level functionality for triggering paging.

Comparison:

The functionality for both approaches seems comparable. The difference is in the allocation to different entities. In both cases RNC, SGSN and MME or Serving GW need to analyse packets when differentiated paging shall depend on the packet payload. And for both approaches paging initiation messages may need to indicate different paging levels.

Preferably paging differentiation depends on the bearer type, which avoids that packets need to be analysed for both approaches. Also in this case both approaches use paging initiation messages indication different paging levels.

No major differences can be derived.

5 Amount of buffered data

The amount of buffered data may be rather low per UE for most applications. For RNC and SGSN this functionality is not new. For MME and also for Serving GW it should be possible to buffer a small amount of data when received for an idle state UE.

In most cases applications do not send large amounts of data to a UE. Typically a protocol needs to be established first. And during an ongoing data transfer the UE is not expected to change to idle state. So only a small amount needs to be buffered per UE and all other data may be discarded.
However there may be also applications that send more than a few initial downlink packets. PoC, for example, may send complete talk spurts to an idle state UE.

It cannot be excluded that more than a few initial packets have to be buffered for idle state UEs.

Comparison:

With any approach buffering is a function that is not needed for other purposes, neither on MME nor on Serving GW. To some extent it may be compared with some router functionality for Serving GW. The Serving GW has no route for received downlink data and therefore it initiates routing protocol interactions to determine a route. However a router will probably not buffer larger amount of data until the route is determined.

As a need for buffering more than just a few downlink packets per UE cannot be excluded the buffering is better allocated to a user plane entity. See also the considerations about forwarding of buffered downlink packets by signalling messages from MME under “2 UP handling functionality”.
6 Node Scaling

Scaling was mentioned as an important criteria for the allocation of the idle state user plane termination.
Without any UP functionality the MME scales only according to number of subscribers and according to traffic models for control actions, like attach, bearer handling and mobility. When a buffer handling for idle state termination is added this part of the MME needs to scale with traffic model of applications that send downlink data to UEs in idle state.

A Serving GW does not scale only in routing/switching capacity like a router. It has to manage a route per UE or even per bearer of a UE. Therefore the Serving GW scales besides in packets/sec also in number of subscriber or bearers. The Serving GW keeps routing information per UE/bearer and the route information may change quite frequent for eUTRAN due to idle-active-transitions, which is independent from idle state termination on MME or on Serving GW.
How much an allocation of a buffering function on the Serving GW affects the scaling depends on the implementation. Assuming three basic components: buffer handling, switching unit, interface unit two scenarios can be considered. The maximum possible switching capacity is obviously in any case determined by the capacity of the switching unit and the capacity and number of interface units.

In case the buffer function is allocated to a separate unit or to the control function this functionality needs not to be changed at all when the data volume per UE increases. Interface units are added.

In case the buffer function is allocated to the interface units then additional interface units bring some additional buffer capacity that might be needed or not. In the same way the provided control capacity is used to a lower extent when the data volume per UE increases, which needs to be accepted anyway.
Comparison:

Proper scaling is merely an issue for node implementation. There are no functional obstacles for a Serving GW to scale with increasing traffic per UE also with the idle state user plane termination is allocated to the Serving GW. 
7 Network Topology

The separated MME allows to centralise the control entities while the user plane entities, especially with increasing user plane traffic, may move closer to the radio for more optimal traffic routes. But the basic problem arises just from different locations for these entities. Data paths have to be configured and maintained just for downlink packets received in idle state. In addition forwarding paths for the inter RAT scenarios are needed.
Any redundancy and especially geographical redundancy increases the configuration and maintenance efforts when the MME needs to handle user plane data.

When the idle state user plane termination is allocated to the Serving GW idle state and active state user plane data use the same routes.

8 Error handling

The Serving GW needs to handle in any case unallocated UP bearers, e.g. the eNodeB or the SGSN need to indicate that there is no bearer for GTP PDUs received from the Serving GW and the Serving GW has to take proper actions. It would not change much if there is a path to the MME.
But the MME needs to provide user plane error handling for downlink packets like the eNodeN or the SGSN just because of idle state user plane termination at MME. And the MME may need to implement error handling also for the forwarding tunnels. Tunnel maintenance like keep alive and related path error handling is needed too. This adds considerable functionality to enable the MME only to page based on received packets.

9 Conclusion

There are no stringent reasons for allocating the idle state user plane termination to the MME. It would mainly result in extensive additions for the Service Request procedures to handle the different forwarding cases, including functions for many reference points and most network entities. Also the overall network configuration and maintenance effort increases when idle state termination is allocated to the MME.

Therefore the idle state user plane termination should be allocated to the Serving GW.
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