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1 Introduction

The requirements in the TR25.913 specifies the real-time handover interruption as follows:
The impact of intra E-UTRA handovers on quality (e.g. interruption time) shall be less than or equal to that provided by CS domain handovers in GERAN.
This paper intends to find out the best solution for the inter-RAT LTE mobility mechanism in general and its relation to the interruption time in particular.

2 Description
The following terminology is used: 
Lossless relocation: relocation of a flow with no packet missing.

Seamless relocation: relocation of flow so that interruption of the data stream flow is minimized and are basically unnoticeable by the users. 

There are three possible solutions studied here-below: Data duplication (Forwarding) from RNC and eNodeB, Bicasting from SAEGW or “Do Nothing” by simple switching at the SAEGW.

2.1 Data Forwarding from RNC and eNodeB 
Data forwarding for HO from 3G (SRNC) to LTE (target eNodeB) must be done as follows:

· the source 3G RNC forwards the PDUs to the target eNodeB.
The performance of data forwarding for HO from 3G to LTE can be summarized as follows:

· Lossless handovers are possible for NRT services.
· Short interruption time in the range of 50 ms can be achieved (cf Annex A: the transmission time of the “HO Command” message to the UE and the needed L1/L2 synchronisation time at the target cell).
· low data loss for RT services caused by this short interruption time but this is independent of the forwarding method used (cf explanation in annex A).
Data forwarding for HO from LTE to 3G must be done as follows:

· The source eNodeB forwards the PDUs to the target RNC.

The performance of data forwarding for HO from LTE to 3G can be summarized as follows:

· Data loss may occur for NRT services due to different supported data rates in the access networks, which may lead to a buffer overflow in RNC or TCP timer expiry.

· Interruption times in the range of 140 ms (cf Annex A).

· data loss for RT services caused by this interruption time but independent of the forwarding method used (cf explanation in annex A),
2.2 Bi-Casting 

The Bi-casting method can be described as follows:
1) At a proper point in time before the execution of Relocation, the SAEGW starts to duplicate DL GTP-PDUs: one copy is sent to the source RAN node, and the other copy is forwarded to the target RAN node. 
2) The source RAN node continues processing and sending DL data normally towards the UE.

3) Target RAN node discards all forwarded GTP-PDUs arriving to it until it takes the serving role (seamless case).

4) When target RAN node takes over the serving role, it starts to process the arriving DL GTP-PDUs and sends DL data to the UE.
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The performance of bi-casting can be summarized as follows:
· Data loss of buffered data in source cell may occur for NRT services due to too late start of bi-casting.
· Same interruption times as for the correspondent forwarding procedures (cf Annex A: in the range of 50 ms and 140 ms).
· data loss for RT services caused by this interruption time but independent of the forwarding method used (cf explanation in annex A).
2.3 Do-Nothing Solution

Do-nothing means that only a path switch occurs in the SAEGW during the handover preparation phase or after an "HO Command", which is ffs.

The performance of do-nothing solution is as follows:

· Data loss of buffered data occurs due to hard switching of data stream.(loss equivalent to bicasting or worse in case of late path switch)
· Same interruption time as for forwarding/bi-casting procedures (independent of the method cf explanation in Annex A).
· It presents the advantage that the reception of duplicated data over the air can be avoided.
3 Comparison of the three Solutions

The following drawbacks can be listed for Data bi-casting:

· For HO from 3G to LTE, a change in source RNC is needed to prevent it from forwarding data as this would be a normal RNC behaviour during a HO procedure

· For HO from LTE to 3G, a change in legacy SGSN is needed to makes the target SGSN request user plane establishment with SAEGW at the beginning of the HO procedure in order to receive the DL PDUs. This is not a legacy SGSN behaviour.

· Data bi-casting should be started as early in the procedure as possible to avoid losing too many PDUs. For this, the user plane with SAEGW should be established as soon as possible, for example at the beginning of the HO procedure. But this would imply that before the HO is really done, DL PDUs will arrive at the Target which would have then to buffer data.. To avoid too much buffering in eNB, bi-casting can only takes place later in the HO procedure, resulting into loss of data.

The following advantages can be listed for data forwarding from eNodeB:
· It avoids the additional signalling needed in the bi-casting solution between eNodeB and SAEGW for triggering the bi-casting operation. This is not needed for the data forwarding solution;
· the eNodeB plays the role of the RNC in 3g for which data forwarding between RNCs had been already selected;
· it simplifies the standards as only one mechanism i.e. data forwarding from eNodeB needs to be specified for both intra-LTE and inter-LTE handovers, as well as in pre-LTE systems; There is no impact on pre-LTE system.
· it simplifies the implementation of the SAEGW since no seamless/lossless mechanism needs to be developed in this node;
· it simplifies eNodeB implementation because it doesn’t need to implement two different behaviours for intra-RAT and inter-RAT handovers and a logic to discriminate the trigger between the two.

The following drawbacks can be listed for data forwarding from eNodeB:

· Data loss: some data loss may occur for NRT services in the LTE to 3g direction due to different supported data rates in the access networks (see section 2.1). But same data loss for NRT services are also expected for bi-casting and for do nothing, (see 2.2 and 2.3)
· Last mile: data forwarding implies more traversal of the last mile compared to bi-casting. However, this means one more traversal in uplink and this point is felt neglectable compared to the advantages outlined above.
The following advantage can be listed for the Do Nothing solution:
· the reception of duplicated data over the air can be avoided.
In conclusion, data forwarding presents much more advantages compared to other methods whereas the drawbacks are equivalent.

4 Conclusion

This paper has analysed three solutions for inter-RAT handovers balancing pros and cons and has come to the following conclusion:
· It is proposed to agree on a common handover procedure for RT and NRT applications, because the handling of mixed services with different mechanisms is too complicated.
· data forwarding mechanism should be selected as it leads to a simpler standards, no impact on legacy, simpler implementations of CN nodes and simpler eNodeB behaviour.
It is proposed to capture the analysis of the above sections 2 and 3 into the study area of the TR.

It is proposed to capture the conclusion in the agreement section of the TR.
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Appendix

A.1
Handover interruption times for downlink user plane data

The air interface caused interruption time is the duration between sending the "HO Command" message to the UE, the successful "L1/L2 synchronisation" of the UE at the target cell, and the reception of the "HO Complete" message by the target node (RNC or eNodeB). Whereas, the network caused interruption time on the fixed network is any additional delay until a packet can be sent over the air interface at the target side relative to the time it could have been sent on the source side. The network caused interruption time of downlink user plane data is determined by the one-way transfer delays between the source and the target eNodeB or between aGW and source/target eNodeB.

Estimations of one-way delays over the air interface are shown for handovers from LTE to 3G networks as well as for 3G to LTE networks in table A.1. The corresponding one-way delays over the fixed network are only 19 ms between the source and target RAN for a forwarding procedure.

For simplification reasons the same one-way transfer delay of 30 ms for the uplink and downlink direction between the UE and the RNC is used in the investigation later on. Nevertheless, the achieved results are also valid for a lower downlink value as indicated in table A.1, which is calculated under the consideration of an 1-hop µwave link.

	
	Handovers from LTE to 3G
	Handovers from 3G to LTE

	One-way transfer delay between eNodeB and UE
	4 ms
(downlink)
	4 ms
(uplink)

	L1/L2 Synchronisation with target cell
	60 ms
	20 ms

	One-way transfer delay between UE and RNC 

	34 ms
(uplink)
	24 ms
(downlink)

	Total one-way transfer delay for handovers over the air interface
	98 ms
	48 ms


Tab. A.1: One-way delays over the air interface for inter-3GPP handovers
In this study only worst case handover scenarios with respect to latency are considered for handovers from LTE to 3G networks and vice versa.
· Worst case means, that the "HO Command" message is sent by the source eNodeB or source RNC to the UE just before the arrival of a next downlink data packet in the source eNodeB or source RNC, which will result in a worst handover interruption time.

Downlink data flows for real-time services like VoIP are analyzed in the following, which are based on a packetization period of 20 ms. Statistical jitter delays between a correspondent node and the aGW are neglected and the downlink data arrive always with a precise period of 20 ms at the aGW. The coloured squares, which are used in the data flows, represent consecutively numbered downlink data packets, which are sent from the aGW (blue) via source node (red: eNodeB/green: RNC) and/or target node (green: RNC/red: eNodeB) to the UE (brown). The moment, when data packets are sent or received by a node, is represented by the centre of each square. Furthermore, large payloads are not considered in this simple study.
The used time lines can be identified for handovers from LTE to 3G / 3G to LTE networks by
(
"Measurement Report" sent by UE to source eNodeB / RNC

(
"HO Command" sent by source eNodeB / RNC to UE

(
"HO Complete" received by target RNC / eNodeB from UE

(
"Path Switch" performed at aGW

A.1.1
Investigation of inter-3GPP handovers from E-UTRAN to UTRAN
The configuration as well as the used one-way transfer delays are shown for an inter-3GPP handover procedure (backward handover from E-UTRAN to UTRAN) with forwarding mechanism in figure A.1. The flow of downlink data packets is illustrated in figure A.2 and the delays of expected data packets in the UE are summarized in figure A.3.
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Fig. A.1:
Inter-3GPP handover from E-UTRAN to UTRAN

[image: image3.emf]time [s]

#52

to #55

#55

aGW

eNodeB

RNC

UE

208 ms

~140  ms

#46

#46 #52 #50 #49

#4

#47

#47 #48 #49 #50 #51

#53 #54 #56 #57 #58 #59

#56 #58

#61 #60

#57

#51 #62

#59 #60

u v w x


Fig. A.2:
Downlink data flow for a worst case scenario (handover from E-UTRAN to UTRAN)
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Fig. A.3:
Delays of expected downlink data packets (handover from E-UTRAN to UTRAN)
The total handover time is only 208 ms for an inter-3GPP handover from E-UTRAN to UTRAN, where only 6 data packets must be forwarded from the source eNodeB to the target RNC and de-ciphered in the aGW. 4 forwarded data packets cannot be transmitted to the UE as long as the synchronisation with the target cell is not completed. Therefore, a bi-casting mechanism cannot improve the interruption time even when the data packets arrive much earlier.

The interruption time of 120 ms is not ideal for a seamless service like VoIP, but it is far below the specified requirement of < 300 ms for real-time services.

The interruption time obtained in the above analysis for real-time traffic can be easily converted to an interruption time for non real-time traffic, by adding the assumed packetization period of 20 ms. Therefore, the handover interruption time of ~ 140 ms for non real-time traffic is much smaller as the required specification of < 500 ms.
A.1.2
Investigation of inter-3GPP handovers from UTRAN to E-UTRAN
The configuration as well as the used one-way transfer delays are shown for such an handover procedure (backward handover from UTRAN to E-UTRAN) with forwarding mechanism in figure A.4. The flow of downlink data packets is illustrated in figure A.5 and the delays of expected data packets in the UE are summarized in figure A.6.
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Fig. A.4:
Inter-3GPP handover from UTRAN to E-UTRAN
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Fig. A.5:
Downlink data flow for a worst case scenario (handover from UTRAN to E-UTRAN)
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Fig. A.6:
Delays of expected downlink data packets (handover from UTRAN to E-UTRAN)
The total handover time of 134 ms is much shorter than for a handover from E-UTRAN to UTRAN, which is mainly caused by the faster synchronisation process of the UE with the target eNodeB. In this case only 4 data packets must be forwarded from the source RNC to the target eNodeB and only 2 forwarded data packets cannot be transmitted to the UE as long as the synchronisation with the target cell is not completed. Therefore, also for this scenario a bi-casting mechanism cannot improve the interruption time even when the data packets arrive much earlier.

The interruption time of only ~ 30 ms can be kept as short as for an intra-LTE handover with forwarding mechanism, which is harmless for a seamless service like VoIP. Also in this case the specified requirement of < 300 ms for real-time services is easily met.

The interruption time for non real-time services is in the range of 50 ms, which fulfils also the requirement of < 500 ms.








































































































































































































































































































































� Calculation of one-way delays: Uplink = U2NodeB + TN1Iub + TN2Iub + U2RNC + 2ms (HSPA interleaving instead of U3) and Downlink = TN2Iub + U2NodeB + U2UE + 2ms (HSPA interleaving instead of U3). Please note, that only 1-hop µwave link is considered in this investigation.
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