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Abstract of the contribution: A solution for coexistence of network based and mobile based QoS mechanisms based on the use of multiple primary PDP contexts is described.
1.
Introduction

As shown in other contributions there is a requirement for network based and mobile based QoS models to be able to coexist. This will facilitate the evolution of the 3GPP system and the roll out of network based QoS support. The existing proposals to support this requirement are the so-called “mixed mode”. However the existing “mixed mode” descriptions do not answer important questions about how the coexistence of the different QoS models is achieved and therefore remain incomplete.

This contribution presents a new solution for coexistence of network based and mobile based QoS models and describes how this mechanism addresses the problems associated with supporting coexistence.

2.
Outline of the solution
Supporting “mixed mode” operation on a single primary PDP context/IP address creates problems such as the possibility of conflicting TFTs and inconsistent placement of binding information for the connection. In order avoid these problems it is proposed to support coexistence of different QoS models by using two primary PDP contexts/IP addresses. One PDP context/IP address only operates in the mobile based QoS model. The other PDP context/IP address only operates in the network based model. This proposal is illustrated in figure 1 below.
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Figure 1 – Overall concept

Because two separate primary PDP contexts are used they may be managed independently in the system. This means that problems due to conflicting TFTs or separated control of flow binding are avoided.

In order to implement this solution the following aspects need to be addressed:

· The association of applications to PDP contexts.
This ensures that applications that are only capable of operating on one QoS model use the PDP context that operates with the correct QoS model. This association is critically important because it determines the IP address of the application client on the UE.

· PDP context establishment and release
PDP contexts must be established using the right QoS model at the right time and released when no longer needed. Even though two primary PDP contexts are required when applications operating in different QoS models operate simultaneously it is desirable to avoid unnecessary simultaneous use of two primary PDP contexts

Details on how to handle these points are discussed below.

3.
Application association to PDP contexts

This section discusses how applications can be associated with a PDP context operating in the appropriate QoS model for their requirements. As primary PDP contexts determine the IP address of the client it also sets rules on how to know which IP address should be used for an application client.
3.1.
Types of application

Three different types of application can be identified:

1. Applications that have no special QoS requirements and don’t use QoS management

2. Applications that require QoS management but can only operate in one model (mobile initiated or network initiated)

3. Applications that require QoS management and can operate in either model

In the first and last case the application may be associated with either type of primary PDP context. In order to choose which type to use it is proposed that a “preferred PDP context model” be defined. Any applications that do not have special requirements will be associated to the PDP context that is operating in the preferred model.

Applications that only support a one QoS model must be associated with a PDP context that is operating in the right model. How this is achieved is discussed in the following subsections. 
3.2.
Behaviour in the UE

The “two primary PDP context” concept means that a UE may have two IP addresses. Each IP address at the UE is associated with working in a particular QoS model. Applications must be assigned to the right PDP context/IP address pair depending on their QoS capabilities.
3.2.1.
No negotiation on the QoS API

It is assumed that a QoS API exists between the MT and the application clients. In the most general case this API does not permit the negotiation of any QoS requirements. In this case it is proposed that the MT contains fixed rules about which applications should be associated to which QoS model. Any applications that are not covered by the rules in the MT will be assigned to the preferred model by default.

This approach is primarily useful for applications that exist in the firmware of the MT. For these applications it is possible for the MT to contain fixed rules about the application behaviour. For downloaded applications this approach is harder to apply and in effect it is likely that all downloaded applications will be assigned to the preferred model.
3.2.2.
Negotiation on the QoS API

The QoS API between the MT and the application clients may be enhanced to allow applications to request a particular QoS model from the MT. In this case the MT will assign the application to the PDP context of the requested QoS model.

This approach is the preferred solution but requires support in the MT’s QoS API. It is recommended that MTs that support both QoS models should implement an enhanced API which supports negotiation capabilities.
3.3.
Behaviour in the network
Application servers located in the network may use the same IP address for applications that operate in either QoS model. It is therefore not necessary in the network to create special rules for allocating IP addresses to applications. However the network must ensure that application data being sent to the mobile client uses the right IP address/Primary PDP context pair.
3.3.1.
Application flow initiated from UE
Most applications start with a request initiated by the application client (in the UE). As the UE will have associated the application with a primary PDP context this request will originate from the IP address that corresponds to that primary PDP context. Responses from the application server will be send to the same IP address. This means that all application data will flow over the same primary PDP context/IP address pair. As a result data will automatically use a PDP context with the appropriate QoS model.

3.3.2.
Application flow initiated from the network

Some applications may be initiated by data being sent from the network towards the UE. In this case the application would have to address the data to a “well known” static IP address or DNS name for the UE. In order to ensure that data is sent to on a PDP context with the right QoS model it is proposed that such well known addresses be associated with a particular mode of QoS operation.
4.
Primary PDP context establishment and release
4.1
Triggers for context establishment and release
4.1.1
UEs without “always on” connections
UEs without always on connections will create primary PDP contexts on demand. These mobiles will only create the PDP contexts as needed for active applications. UEs which can only have one application active at a time will not need to support multiple primary PDP contexts.
PDP contexts will be released either on specific user instructions, time-out or termination of the corresponding application.

4.1.2
UEs with “always on” connections

A UE with an always on connection will establish a primary PDP context automatically after GPRS attach. Depending on the UE requirements it may choose just to establish a primary PDP context based on the preferred QoS model or it may establish a two primary PDP contexts with one based on each QoS model.

If an “always on” UE only establishes one PDP context initially and a second primary PDP context operating on a different QoS model is subsequently required then the second primary PDP context will be treated as described above for the non-always on case.

4.2
Negotiation of PDP context QoS model

In order to allow the UE to establish PDP contexts in the correct model a negotiation mechanism is needed between the UE and the network to set the right QoS model for a context.

When the UE initiates a primary PDP context it should signal in the request:

· Which QoS model (network initiated or mobile initiated) it would like to use for this primary PDP context.

· Whether the UE will accept a PDP context established in the other QoS model if its preferred mode is not supported in the network.

This procedure must be made backwards compatible with legacy mobiles so that legacy mobile PDP context requests are treated as a request for a mobile-based QoS model and rejected if the mobile-based QoS model is not supported.
4.2.1
Changes to PDP Context Establishment Procedure

Figure 2 shows a simplified view of the primary PDP context establishment procedure.
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Figure 2 – Primary PDP Context Establishment

1. The MS indicates in “Activate PDP Context Request” the QoS model that should be associated with the PDP context (mobile based or network based) and whether it will accept an alternative if the indicated mode is not supported by the network.

Note: Discussions with protocol experts is needed to ensure that the right compatibility requirements are achieved in this procedure.

2. The SGSN analyses the requested QoS model. If no indication of the QoS model required is received from the MS the SGSN shall assume the MS is requesting a mobile-based QoS model and that an alternative network based model will not be accepted.

The SGSN shall handle the request according to the following table (X=Don’t care)
	Requested Model
	Alternative Accepted
	SGSN supports Mobile QoS Model
	SGSN supports Network QoS Model
	SGSN Behaviour

	Mobile
	N
	N
	Y
	Reject request

	Mobile
	N
	Y
	X
	Forward request with “model=mobile” and “alternative=no”

	Mobile
	Y
	N
	Y
	Forward request with “model=network” and “alternative=no”

	Mobile
	Y
	Y
	N
	Forward request with “model=mobile” and “alternative=no”

	Mobile
	Y
	Y
	Y
	Forward request with “model=mobile” and “alternative=yes”

	Network
	N
	X
	Y
	Forward request with “model=network” and “alternative=no”

	Network
	N
	Y
	N
	Reject Request

	Network
	Y
	N
	Y
	Forward request with “model=network” and “alternative=no”

	Network
	Y
	Y
	N
	Forward request with “model=mobile” and “alternative=no”

	Network
	Y
	Y
	Y
	Forward Request with “model=network” and “alternative=yes”


3. The GGSN processes the requested model according to the following table. An indication is provided in the response of the mode established.

Note: For backwards compatibility reasons this indication will probably be implemented as a flag which shows that the primary PDP context is established in the mobile based QoS model.

	Requested Model
	Alternative Accepted
	GGSN supports Mobile QoS Model
	GGSN supports Network QoS Model
	GGSN Behaviour

	Mobile
	N
	N
	Y
	Reject request

	Mobile
	X
	Y
	X
	Accept request using the mobile QoS model

	Mobile
	Y
	N
	Y
	Accept request using the network QoS model

	Network
	X
	X
	Y
	Accept request using the network QoS model

	Network
	N
	Y
	N
	Reject Request

	Network
	Y
	Y
	N
	Accept request using the mobile QoS model


4. The SGSN sends a response to the mobile including an indication of the QoS model to be used as received from the GGSN.
5.
Evaluation of the solution

This solution allows coexistence of different QoS models without a lot of new complexity. As such it should be considered as part of the work to introduce network based QoS management.

Advantages

· Fully backwards compatible with pre-network based QoS equipment

· Provides coexistence of network and mobile based QoS models

· Avoids problems with conflicting TFTs and multiple locations for flow binding

· Supports evolution of individual applications by allowing different applications to use different QoS models

· Simple to implement

Disadvantages

· Virtual resources associated with multiple primary PDP contexts – particularly true for devices that also need multiple primary PDP contexts for other reasons.

· Procedures for associating applications with QoS models are somewhat limited. However alternative proposals so far presented do not meet the requirement to allow individual applications to evolve QoS support separately and it is had to assess how other solutions may be impacted once this feature is added to them.

6.
Proposal

It is proposed to document this solution in 3GPP as a candidate part of the network based QoS solution. 
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