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1   
Introduction
The text below proposes additions and changes that are currently missing for the GGSN Proxy solution. 
2  
Proposal

It is proposed to in the TR 23.809 do the changes below.
First change

6.10
Error Indication

GSN/RNC sends GTP-U error indication if it can not find the PDP context or RAB for the received  G-PDU. When direct tunnel is established between RNC and GGSN, possible GTP-U error indication is sent from GGSN to RNC or vice versa.

In such case SGSN does not receive information about PDP context or RAB release immediately because also GTP-U error indication bypasses SGSN.

SGSN failure (ref. 3GPP TS 23.060 [1] clause 13.8.2)

When the SGSN receives a GTP‑U PDU from the GGSN for which no PDP context exists, it shall discard the GTP‑U PDU and send a GTP error indication to the originating GGSN. The GGSN shall mark the related PDP context as invalid.

When the SGSN receives a GTP‑U PDU from the RNC for which no PDP context exists, the SGSN shall discard the GTP‑U PDU and send a GTP error indication to the originating RNC. The RNC shall locally release the RAB.

GGSN Failure (ref. 3GPP TS 23.060 [1] clause 13.8.3)

When the GGSN receives a GTP‑U PDU for which no PDP context exists, it shall discard the GTP‑U PDU and return an error indication to the originating SGSN. The SGSN shall mark the related PDP context as invalid and send a Deactivate PDP Context Request message to the MS. The MS may then reactivate the PDP context.

RNC Failure (ref. 3GPP TS 23.060 [1] clause 13.8.6)

When the RNC/BSC receives a GTP‑U PDU from the SGSN for which no RAB context exists, the RNC/BSC shall discard the GTP‑U PDU and return a GTP error indication to the originating SGSN. The SGSN shall locally release the RAB. The SGSN should preserve the associated PDP context. The SGSN may initiate the RAB Assignment procedure in order to re-establish the RAB.
6.10.1
SGSN controlled bearer optimisation

If direct tunnel is enabled and GGSN sends GTP error indication, RNC just releases the RAB locally. If RNC sends error indication then GGSN marks the PDP context as invalid.  As SGSN does not receive the error indication this may cause PDP context hanging in the SGSN for some period of time.

SGSN recovers from the error when one of the following occurs:

1) When RNC receives GTP-U error indication for the last RAB of the Iu connection, then Iu release procedure is executed.

2) If UE tries to send data through the PDP context then MS initiated Service Request for data is received by SGSN at the point when all RABs are established already according to SGSN. Then SGSN need to check status of PDP context from GGSN by sending PDP context update message. If GGSN does not know the PDP context any more it need to be released also from UE by sending Deactivate PDP Context Request to UE.

3) New RABs are established. List of all RABs (also existing ones) are signalled between RNC and SGSN. If RNC responds that some RAB does not exist anymore then SGSN detects the situation and releases PDP context to UE.

4) The inactivity timer expires in RNC and Iu connection is released. Released RAB list is received in Iu release procedure.  As described in sub clause 6.3.1 whenever the RAB assigned for a PDP context is released GTP-U tunnel is established between the GGSN and SGSN in order to be able to handle the downlink packets. At this point SGSN gets error response from GGSN if the PDP context does not exist in the GGSN.

6.10.2
GGSN Bearer relay

To be described.

6.10.3
GGSN Proxy

 When an Error Indication is received by the RNC on the direct tunnel from a GGSN or GGSN Proxy, an OTS specific Error Indication shall be sent to SGSN on the signaling connection for the concerned PDP Context. According to TS 23.060 subclause 13.8.3, the SGSN shall then mark the related PDP context as invalid and send a Deactivate PDP Context Request message to the MS. The MS may then reactivate the PDP context.

When an Error Indication is received by the GGSN or GGSN Proxy on the direct tunnel from an RNC, an OTS specific Error Indication shall be sent to SGSN on the signaling connection (GTP-C tunnel) for the concerned PDP Context. According to TS 23.060 subclause 13.8.6, the SGSN shall then locally release the RAB. The SGSN should preserve the associated PDP context. The SGSN may initiate the RAB Assignment procedure in order to re-establish the RAB.
6.11
Firewalls towards external inter-operator networks

To be described.

6.11.1
SGSN controlled bearer optimisation

In this solution direct tunnel between RNC and GGSN is not used in roaming cases, therefore it does not change external inter-operator interfaces. User layer (and control layer) goes from VPLMN’s SGSN through Border Gateway to HPLMN’s GGSN. Border Gateways include firewall.

6.11.2
GGSN Bearer relay

To be described.

6.11.3
GGSN Proxy

The GGSN Proxy solution allows topology hiding (only GGSN Proxies and GGSNs may need to be exposed to external networks). This may facilitate the use and configuration of firewalls towards external networks.
6.12
Network separation and topology hiding

All solutions require that user plane IP addresses of RNCs are visible to Gn network.

This is minor security drawback, but it applies to all solutions. The risk could be reduced by using firewall between Iu and Gn networks instead of simple router. Only IP traffic to predefined IP-addresses/ports from predefined addresses/ports would be allowed between Iu and Gn networks.

There need to be ATM capable IP router in between ATM based Iu network and Gn network as shown in Figure 6.7.1-2. If IP based Iu-PS is used then standard IP router need to be in between the Iu and Gn networks as shown in Figure 6.7.1-1.

6.12.1
SGSN controlled bearer optimisation

Only IP traffic from predefined addresses/ports to predefined addresses/ports is allowed between Iu and Gn networks.

6.12.2
GGSN Bearer relay

To be described.

6.12.3
GGSN Proxy

 The GGSN Proxy solution allows topology hiding (only GGSN Proxies and GGSNs may need to be exposed to external networks). This may also facilitate the use of a private address domain for the Gn and Iu subnetworks. 

Note: The GGSN Proxy is a GGSN with extended functionality. Only a software upgrade should be required in the GGSN. 
6.13
Traffic routing in Core Network

6.13.1
SGSN controlled bearer optimisation

With this solution most of  the user layer traffic is by passing SGSN. It is recommended that a IP router connects Iu and Gn networks as shown in Figure 6.7.1-1.

6.13.2
GGSN Bearer relay

To be described.

6.13.3
GGSN Proxy

 The user plane traffic in a network built using the GGSN Proxy solution will always be routed in the same way in the operators’ core network. Regardless of LI, Charging used , etc. This may for example facilitate traffic management in the CN, and the use of different supplementary probes (e.g. for monitoring, charging etc), and other nodes intervening the traffic (e.g. firewalls, proxies etc).  

6.14
CAMEL support

6.14.1
SGSN controlled bearer optimisation

Direct tunnel is not enabled for a subscriber that has controlling CAMEL services active. Standard two tunnels are established in the case.
6.14.2
GGSN Bearer relay

Editors Note: Text from S2-061620 can be used as basis.
6.14.3
GGSN Proxy

To simplify the architecture it is assumed that the One Tunnel and the CAMEL feature does not need to be compatible, i.e. deployed simultaneously in an operators’ network. This is based on the assumption that in the timeframe when One Tunnel will be deployed on the market, the large majority of operators should have migrated to the new GGSN based charging possibilities that have been developed in the recent 3GPP releases, including the GGSN based on-line charging functions. For operators still using CAMEL in that timeframe, other possibilities for handling the increased 3G HSPA traffic should also be available, e.g. capacity upgrade of SGSN

6.15
Lawful Interception support

Editor’s Note: A deeper analysis of the implications on Lawful Intercept for the different alternatives should be done by WG SA3-LI.

6.15.1
SGSN controlled bearer optimisation

Direct tunnel is not enabled for a subscriber that has active a request to collect communication content from SGSN. Standard two tunnels are established in the case.

6.15.2
GGSN Bearer relay

To be described.

6.15.3
GGSN Proxy

With the GGSN Proxy solution, the GGSN may provide a single point in the network where lawful intercept is done for both roaming and non-roaming traffic. Both the visited and home operator will have the ability to perform lawful intercept in their networks using a single node (the GGSN). Some control plane related information such as SMS and MM-related information does still need to be collected in the SGSN though.

6.16
Charging support

6.16.1
SGSN controlled bearer optimisation

Direct tunnel is not enabled in the roaming case when the visited network need to provide local charging functions. Standard two tunnels are established in this case.

6.16.2
GGSN Bearer relay

To be described.

6.16.3
GGSN Proxy

 With the GGSN Proxy solution, the GGSN may become a single point in the network where charging is done for both roaming and non-roaming traffic. Both the visited and home operator will have charging control and policy control over roaming and non-roaming in their networks.  

6.17
Legacy GGSN support

6.17.1
SGSN controlled bearer optimisation

This solution work with any GGSN that support GTP protocol version 1 as defined in 3GPP TS 29.090 [3]. SGSN makes the decision when to establish direct tunnel between RNC and GGSN or use two tunnels, this can be configured  per APN basis.
6.17.2
GGSN Bearer relay

To be described.

6.17.3
GGSN Proxy


Only the GGSNs in the own PLMN are affected by the One Tunnel solution. An operator should eventually upgrade all GGSNs to One Tunnel support. During a period of time it is sufficient to only have a subset of the GGSNs upgraded. A temporary re-configuration of DNS servers will ensure that SGSNs trying to establish direct tunnels will find a supporting GGSN. The SGSN may also be equipped with a self-learning functionality where it maintains an internal list of which GGSN are supporting. It should not be necessary to introduce explicit indications on the Gn interface. Such indications would eventually also be superfluous. 
See clause 6.20 for additional related information.
6.18
Roaming support

6.18.1
SGSN controlled bearer optimisation

Direct tunnel is not used and visited SGSN provide local charging functions roaming traffic as today. This can be configured per APN basis 

6.18.2
GGSN Bearer relay

Roaming is supported with xGGSN as a relay between VPLMN SGSN and HPLMN GGSN.

6.18.3
GGSN Proxy

Roaming is supported with the GGSN Proxy as a relay between VPLMN SGSN and HPLMN GGSN. The GGSN Proxy acts as an SGSN towards the HPLMN GGSN and the normal Gp interface is used between operators as today.

6.19
Limited Connectivity between RNCs and GGSNs

Inter-SGSN RA Update in large scale network or across the PLMNs, the SGSN may need to decide whether to allow the RNC connecting to the GGSN directly or whether another additional user plane node needs to be connected.

6.19.1
SGSN controlled bearer optimisation

To be described.
6.19.2
GGSN Bearer relay

To be described.

6.19.3
GGSN Proxy

To be described.
6.20
Introduction Scenario
In large scale network or when GSNs are from different vendors it is likely that the one-tunnel approach is introduced not at the same time in the whole PLMN service area. Specific consideration may be required at the border between one-tunnel and conventional PLMN configurations.
6.20.1
SGSN controlled bearer optimisation
To be described.

6.20.2
GGSN Bearer relay

To be described.

6.20.1
GGSN Proxy
This approach requires no specific functionality for UEs that move from a one-tunnel supporting service area or PLMN to a conventional service area or PLMN in the non-roaming case. Mobility between an SGSN and GGSN supporting one-tunnel to a conventional SGSN is only using existing procedures between supporting and non-supporting service areas. For the roaming case when moving to a non-supporting SGSN the xGGSN will remain in the path.
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Figure:  Moving from supporting to non-supporting area; non-roaming and roaming case
When moving from a conventional (non-supporting) service area or PLMN to a service area or PLMN supporting one-tunnel, the SGSN in the new service area establishes a one tunnel by introducing a GGSN Proxy in the user plane path. This is the same behaviour in both roaming and non-roaming cases. In the non-roaming case if the UE was connected to a supporting GGSN already from the beginning, no GGSN Proxy is used.  
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Figure:  Moving from non-supporting to supporting area; non-roaming and roaming case
Only the GGSNs in the own PLMN are affected by the One Tunnel solution. An operator should eventually upgrade all GGSNs to One Tunnel support. During a period of time it is sufficient to only have a subset of the GGSNs upgraded. A temporary re-configuration of DNS servers will ensure that SGSNs trying to establish direct tunnels will find a supporting GGSN. The SGSN may also be equipped with a self-learning functionality where it maintains an internal list of which GGSN are supporting. It should not be necessary to introduce explicit indications on the Gn interface. Such indications would eventually also be superfluous. 
7
Functional Nodes, interfaces and other 3GPP entities

The impact to the functional nodes of PS core network and their interfaces depend on the approach selected for the One Tunnel deployment. The following sub clauses describe the main impacts of the potential solutions.

7.1
SGSN

7.1.1
SGSN controlled bearer optimisation
The main principle of this solution is that whenever RABs are assigned for a PDP context (or re-assigned) the SGSN decides whether to enable direct user plane tunnel between RNC and GGSN or if it needs to handle user plane data and use two tunnels as today.  Further whenever the RAB assigned for a PDP context is released (i.e. the PDP context is preserved) the GTP-U tunnel is established between the GGSN and SGSN in order to be able to handle the downlink packets.
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Figure 7.1.1-1: IDLE mode handling
7.1.1.1
Direct Tunnel decision

SGSN need to decide before every RAB assignment  if direct tunnel can be used or not.

Direct tunnel is not used in following traffic cases:

1) In roaming case when visited SGSN need to provide local charging functions
- This can be configured per APN basis.

2) SGSN has received Camel Service Information (CSI).
- If one tunnel is used then volume reporting from SGSN is not possible. Because the nature of Camel service can not be deduced based on CSI in SGSN before service execution standard two tunnels must be used always when Camel service is involved.

3)Lawful interception is activated
-in the cases when communication content is needed from SGSN

4) GGSN does not support GTP protocol version 1.
- This can be configured per APN basis.

7.1.2
GGSN Bearer relay

To be described.

7.1.3
GGSN Proxy

The main principle of this solution is that the changes for the One Tunnel feature in the Rel-7 standard shall be done in such a way that optimization of the 3G control plane still remains possible. That is, no procedures shall require user plane packets being passed through the SGSN (e.g. for idle mode handling, for paging, or when forwarding of packets during mobility management). This will enable new 3G SGSN product implementations to reach the market where both CP and UP are optimized beyond what is possible if SGSN still requires a UP. Eventually when 3G coverage becomes ubiquitous, or for 3G-only users (e.g. nomadic mobile broadband users), such optimized 3G SGSNs should be possible to use without a punishment on extensive 3G/2G Inter System Change signaling

7.2
GGSN

In order to inform GGSN the IP address of RNC and TEID for the active PDP, SGSN will send an Update PDP Context Request message to GGSN. This message, which is an optional message in two-tunnel system, increases the signalling load of GGSN.

RAB release and re-establishment procedures, which become visible to GGSN in one-tunnel system, also increase the signalling load of GGSN. When air-link is bad, the frequent RAB release and re-establishment increase the signalling load of GGSN.

7.2.1
SGSN controlled bearer optimisation
Requires no new functionality in GGSN.

NOTE 1: It is FFS if error indication handling requires modifications.

NOTE 2: Statistic counters of GGSN may be impacted.

7.2.2
GGSN Bearer relay

To be described.

7.2.3
GGSN Proxy

 
Lawful Intercept function is mandated to be present in the GGSN.
The GGSN is expected to forward SM messages to/from HPLMN when acting as GGSN Proxy. This includes upgraded handling of restart counters, and possibility to handle null-TEIDs (“not allocated TEIDs”). 

Bi-casting of DL packets at PS Handover. This can be discussed for SGSN Controlled Bearer optimization too.
Forwarding table in GGSN for inter-PLMN or inter-region mobility. 
7.3
RNC

RNC's that only support ATM transport should be upgraded to support IP transport. Alternatively an IP router with ATM interface can be deployed between ATM network and IP backbone as illustrated in figure 6.7.1-2.

7.3.1
SGSN controlled bearer optimisation
Presumed no impact to RNC.

NOTE 1: It is FFS if error indication handling requires modifications.

7.3.2
GGSN Bearer relay

To be described.

7.3.3
GGSN Proxy


The One Tunnel feature based on GGSN Proxy may be deployed without any changes in RNC. 
However the RNC should eventually be upgraded to handle Error Indications received over the one tunnel. This is required for a clean robust solution according to the original intention of GTP-U. The assumption is that the originally intended robustness level shall be maintained in the network
7.4
Gn interface

7.4.1
SGSN controlled bearer optimisation
No changes to Gn protocol or interface.

7.4.2
GGSN Bearer relay

To be described.

7.4.3
GGSN Proxy


The GGSN Proxy solution includes the following updates of the GTP protocol on the Gn interface:
· One message to initiate paging from GGSN Proxy at DL traffic when RAB is released

· Two messages to relocate PDP context at inter PLMN or region mobility

· A new IE with HPLMN GGSN address in the Create PDP Context message to the GGSN Proxy
7.5
Iu interface

7.5.1
SGSN controlled bearer optimisation
No changes on Iu protocol or interface.

7.5.2
GGSN Bearer relay

To be described.

7.5.3
GGSN Proxy


No changes on Iu protocol or interface.
However the robustness objectives discussed in subclause 7.3.3 may require an update of the RANAP protocol to be able to pass an Error Indication to the SGSN. 
7.6 







8
Impacts to other functionalities

8.1
Charging

Editor’s Note:  This subclause may be replaced by description in clause 6.

8.2
Camel

Editor’s Note:  This subclause may be replaced by description in clause 6.

8.3
Lawful interception

Editor’s Note:  This subclause may be replaced by description in clause 6.

8.4
Security

The GGSN Proxy solution increases security by decreasing the number of nodes that are exposed to external networks (only GGSN Proxies may need to be exposed to external networks). This may also facilitate the use of a private address domain for the Gn and Iu subnetworks. 

8.5
Iu-Flex 

When GGSN Proxy solution is used, the Iu-flex function is not affected. When a new subscriber attaches or roams into a PLMN, an SGSN in the pool is selected by the RNC very early in the procedure. The selected SGSN will then establish direct tunnels for all non-roaming, in the same way as the SGSN controlled bearer optimization solution establishes direct tunnels. For the fraction of traffic which is roaming traffic, the selected SGSN will also establish direct tunnels but to a GGSN Proxy it selects. No impact on Iu-flex for neither case has been identified.

8.6
Network sharing

Presumed no impact when the GGSN Proxy solution is used.

8.7
MBMS

Presumed no impact. However would be reasonable to optimize the MBMS user plane for the same reason that justifies One Tunnel.

9
Considerations for future functions and evolution aspects.

9.1
SGSN controlled bearer optimisation
To be described.

9.2
GGSN Bearer relay

To be described.

9.3
GGSN Proxy

To be described.

End of changes
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