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Abstract of the contribution: the topic of the service continuity and optimal routing needs to be discussed as the topic of MME/UPE relocation is discussed. 

Introduction

It is a requirement for some services offered by large-scale service providers to meet the two requirements of service continuity and optimal routing concurrently. This contribution attempts to identify the requirements for a solution meeting these objectives.

Discussion

In a nutshell, the SAE network provides network access services to IP networks. As such, service continuity is considered, within SAE system scope, as the network layer reachability at a single, unchanging IP address. Different concepts of service continuity could be defined at the application layer, but the basic network access service provided by SAE system can be defined uninterrupted until network layer reachability at an unchanging IP address is supported.

Optimal routing is the UE ability to send and receive packets using an IP address topologically consistent with the location of a UE and within topological proximity with the current UE location.

Optimal routing driven by UE based solutions as Mobile IP based on a client supported at the UE, suffers from the problem that the correspondent nodes need to exchange between then the information about the current care of address. This may disclose information that could be correlated to the geographical location of a UE and this may not be acceptable from a privacy standpoint. As such, the solution for optimal routing must meet a fundamental requirement:

Privacy requirement: information related to the location of a user shall not be disclosed by solutions allowing for optimal routing.

Based on these fundamental concepts, it is now possible to undertake a deeper analysis of the problem space. Let’s consider an holistic view of the generic SAE network, where the possibility that the UPE function is also located at the E-nodeB.
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Figure 1 - An holistic view of a LTE network

Observing figure 1, and also considering roaming scenarios not represented in it, Route optimization / local breakout applies to:

· Communication between users within the same network 

· For visited network roaming case opportunities for route optimization exist in the same way as for non roaming user in the visited network

· Access to local services (local to E-NodeB or regional area)

· Home routed traffic roaming case when allowing for local breakout at the same points as a visited network subscriber.

Letting the Correspondent Node know the CoA of the UE as the user moves permits traceability of UE location. As such, the Route Optimization (RO) scheme should then be network based and not reveal the CoA to the nodes involved, to achieve 3 goals: 

· Operator control on what sessions can be route optimized

· Location privacy

· Efficiency and speed

The RO scheme must also allow for the ability to enforce PCC rules.

The following diagrams outline a possible mobility management scheme to achieve RO in away transparent to the endpoints. In this proposal we consider the access nodes to be the point of application of RO. However, there is no reason why RO could not be applied the same way between intermediate anchors.
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Figure 2 - Initial status
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Figure 3 - Network Based RO (Return Routability test)
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Figure 4 RO-Related Binding Update
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Figure 5 - Change of point of attachment

Some considerations on this mobility scheme lead to the potential following conclusions:

This mobility scheme has applicability solely within a single operator domain. Interdomain traffic does not normally require special RO support other than routing policies at a (visited) network anchor for local breakout.

However, the network operator may trust servers in a services network to participate in the RO scheme, or  RO information is allowed to cross one operator boundary (i.e. 2 operators decide to allow exchange of RO related signalling between their networks) if this was permitting efficiencies.

When a network is designed to support local breakout and optimal routing at different hierarchical levels, the support of PCC requires the presence of enforcement points at different levels of the network. Let’s consider for instance the network in figure
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Figure 6 – PCC and its enforcement points

In order to support local breakout, then, it is required to transfer PCC rules between points in the network that may change during the lifetime of a session. Stateless context for e-nodeB-located PCC rules (UPE in e-Node-B configuration) may be distributed to neighbouring nodes to speed up HO (if necessary)

Accounting records for online and offline charging need to be closed/reported as cell changes if RO applies down to E-node B level. It should be stressed that this applies only for the flows that are Route optimized down to E-NodeB level. Other flows are charged for higher in the hierarchy.

Since RO is operator controlled, if complex PCC rules need to apply to a flow, that make their application in local breakout points difficult, operators may disable RO for those flows. Only simple PCC rules are applied in the lowest hierarchical levels of the network. In a nutshell, this can be achieved by selective anchoring option (that is packet routing is handled differently between different endpoints). A solution like the one depicted in the picture here below could be adopted to deploy policy-driven RO.
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Figure 7 – Selective anchoring by Policy driven RO.

While protocols such as GTP can support service continuity, as the MME/UPE changes due to relocation service continuity AND Route optimization can be allowed only if the protocol can meet the two requirements at the same time. As such for S8 interface and S5 interface, options such as Proxy MIPv6 should be considered.

Conclusions

This paper proposes a scheme to provide service continuity and route optimization in a network-based mode. It is proposed to create an annex documenting this solution and to reference this annex as a possible way to support the requirement of Service continuity and local breakout. Lucent would volunteer to draft the necessary changes if this is agreed.
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