SA WG2 Temporary Document

Page 1
-


3GPP TSG SA WG2 Architecture — SA#53
S2-062315
26-30 June 2006
Lisbon, Portugal 
Source:
Alcatel

Title:
Discussion on MME-UPE separation

Document for:
Approval 

Agenda Item:
7.5.1.4
Work Item / Release:
SAE / Rel.7

1 Abstract of the contribution

This contribution discusses the advantages and drawbacks of separating MME and UPE in several scenarios, taking into account a user in the roaming case with both HPLMN and VPLMN services. 

2 Discussion

In the case several UPE’s per user is possible, it is obvious that MME and UPE cannot be collocated as shown in the next figure, which represents an example of an UE connected to its HPLMN for services from its operator and connected to two local services at the VPLMN. 
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Figure : MME-UPE separation in a multi-PDN roaming scenario with several UPE entities

At last SA2 adhoc meeting in Paris, it was discussed whether, when an UE operates using multiple PDNs, there will be only one UPE or several UPE’s in the evolved packet core for that UE and a working assumption has been taken for one single UPE per UE. The next figure represents an example with one UPE per UE and sessions to both VPLMN and HPLMN. 
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 Figure 2: MME-UPE separation in a multi-PDN roaming scenario with one single UPE entity

In this architecture, the need for separating MME from UPE becomes less obvious as MME is only connected to one single UPE. 

The only advantage of separating MME from UPE is to enable MME to be hosted in pre-SAE SGSNs for the optimisation of idle mode signalling. Otherwise, there is no obvious grouping, and MME would be an additional physical node with the associated operator management and maintenance complexity. 
Shared Networks:  in a Shared Network such as MOCN, where operator A and operator B share the RAN but having their own Core Network, the UPE will not be shared. Sharing MME is also not possible as MME is the place where roaming agreements are stored and where Tracking Area access authorisation is decided accordingly: roaming agreements with foreign operators are clearly different for operator A and operator B. 

Always-on feature: Because of “always-on” feature, there are always concomitant UPE and MME contexts for a given UE. 

Lawful Interception: Separating MME and UPE increases the number of ICEs (Intercepting Control Elements) and encompass more complex interception architecture. In this case the ADMF has more components to configure. LI interfaces must be protected and hidden. In each interception node, the list of other interception nodes must be hidden as well. These are complex functions required in both MME and UPE.

Security: Both MME and UPE must implement encryption mechanisms. 

Charging mechanisms: Both MME and UPE must implement charging mechanisms, as UPE has not all the information needed for charging, e.g. the Tracking Area. Charging correlation may also be more difficult, and a lot of messages between the MME and the UPE entities are expected.

Load-sharing: Separating MME from UPE offers more load-sharing and flexibility compare to a combined MME-UPE solution, and may optimise routing in certain cases, but these are second order optimisations. And MME separated form UPE does not bring any benefit for the network redundancy: combined MME-UPE can also have a distributed architecture.

In addition to the double implementation of similar functions (LI, encryption, mobility mechanisms, charging), the main issues with separating MME from UPE are:

· The mobility of MME and UPE will occur at different times: this complicates the mechanisms as the ENB must know independently the MME and the UPE. 

· Useless complexity in the number of test cases in particular concerning separate mobility.

· The number of nodes seen by the ENB is doubled and so the number of secured connections.

· A lot of messaging between MME and UPE.

· Useless complexity of operation and maintenance (new node) and configuration (allocating separately MMEs and UPEs to ENBs). 

· Need to standardise a new interface that will delay the specifications and open the door to IOT issues. 

3 Proposal

It is proposed to discuss the above mentioned pros and cons on separating MME and UPE, and to agree on having combined MME and UPE that would avoid specifying the interface between theses two functions. 
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