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1. Introduction

Following CableLabs presentation to 3GPP SA2 #51, it was concluded that:

-
Initial agreement on ICE/SIP outbound NAT traversal needs to be discussed SA WG2 before discussion in other groups.

-
Discussion papers in SA WG2 to explain motivation and implications of an alternative NAT solution are needed.

-
IETF progress on ICE/SIP outbound needs to be monitored to determine whether including it in Rel 7 is realistic.

-
3GPP should ensure that NAT traversal solutions can co-exist.
This contribution attempts to provide input on the second bullet, highlighting the motivation of defining an alternative NAT proposal to the present “hosted NAT” approach.
2. NAT Implementation
RFC 3489 describes different observed NAT treatment of UDP in NAT implementations. The four treatments observed are:
i) Full Cone: A full cone NAT is one where all requests from the same internal IP address and port are mapped to the same external IP address and port.  Furthermore, any external host can send a packet to the internal host, by sending a packet to the mapped external address.


Figure 1: Full Cone NAT
ii) Restricted Cone: A Restricted cone NAT is one where an external host can send a packet to the internal host only if the internal host had previously sent a packet to the IP address of the external host. 
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Figure 2: Restricted Cone NAT
iii) Port Restricted Cone: A port restricted cone NAT is like a restricted cone NAT, but the restriction includes port numbers. An external host can send a packet, with source IP address X and source port P, to the internal host only if the internal host had previously sent a packet to IP address X and port P.
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Figure 3: Port Restricted Cone NAT
iv) Symmetric NAT: A symmetric NAT is one where all requests from the same internal IP address and port, to a specific destination IP address and port, are mapped to the same external IP address and port.  If the same host sends a packet with the same source address and port, but to a different destination, a different mapping is used.  Furthermore, only the external host that receives a packet can send a UDP packet back to the internal host.
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Figure 4: Symmetric NAT
Note: NAT terminology is being revised with draft-ietf-behave-nat-udp-05.txt which has completed WGLC and undergoing AD review. 
3. Comparison of Hosted NAT Solution for different Use cases and NAT Implementations
3.1 Current Approach
The current approach to NAT traversal is shown in Figure 5. The SIP Proxy includes B2BUA functionality which is responsible for translating the IP addresses embedded in the SIP and SDP messages from the private IP addresses to those of the SIP B2BUA and IMS Access Gateway respectively.
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Figure 5: Current "hosted NAT" solution for RTP Media
3.2 NAT Traversal user cases
Key to the NAT traversal issue is the media component and in particular in-bound packets which are required to traverse the NAT.
Here we consider 3 use cases:
Use Case (A) Unidirectional media from UE_B to UE_A

In this scenario, UE_B has invited UE_A to a sendonly media stream.
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Figure 6: NAT Traversal for in-bound media
1) UE_B sends a media packet to the transport address of the IMS Access Gateway that was received during the session establishment/modification.

2) The IMS Access GW determines the transport address, e.g., by correlating the IP Address and Ports of the inbound media with a previous request to allocate a transport address

3) The IMS Access gatewat routes the media packet towards UE_A.
As is stated in the current version of 23.228

“NOTE 1:
If the IMS Access Gateway does not know the transport address where a packet shall be forwarded, i.e. no packet of the other direction of the media flow has been received, then it can store or drop the packet.”

thus highlighting that the current architecture cannot accommodate unidirectional media flows. Furthermore, when analyzing the different NAT implementations, whereas the full cone NAT will be able to pass the inbound media, the restricted cone, port restricted cone and symmetrical NAT implementations will drop the packet.
Use Case (B) RTP media report from UE_A to UE_B
In this scenario, UE_A has invited UE_B to a media stream and UE_B is sending an RTCP packet back to UE_A
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Figure 7: NAT traversal for inbound media control packet
1) UE_A sends a media packet to the transport address of the IMS Access Gateway that was received during the session establishment/modification.
2) The IMS Access Gateway changes the source transport address to its own transport address that was given to the UE_B as the destination transport address during session establishment/modification and the destination transport address to the transport address of UE_B.

3) The IMS Access Gateway routes the media packet towards UE_B

4) UE_B reports the quality of the received media, e.g., using RTCP
5) The IMS Access Gateway will bind the media control packet to the previously received RTP packet and change the transport addresses

6) The IMS Access gateway will route the media control packet towards UE_A

When analyzing the different NAT implementations, whereas both the full cone and restricted cone NAT implementations will be able to pass the media control packet, the port restricted cone and symmetrical NAT implementations will drop the packet.

Use Case (C) MSRP from UE_B to UE_A
In this scenario, UE_B has invited UE_A to an MSRP session and will therefore be responsible for establishing the TCP session.
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Figure 8: NAT Traversal for inbound MSRP/TCP session
1) UE_B sends a TCP SYN packet to the transport address of the IMS Access Gateway that was received during the session establishment/modification.
2) The IMS Access Gateway changes the source transport address to its own transport address that was given to the UE_A as the destination transport address during session establishment/modification and the destination transport address to the transport address of UE_A.

3) The IMS Access Gateway routes the media packet towards UE_A

4) UE_A responds to the TCP SYN with a TCP SYN ACK sent to the transport address provided in the session establishment/modification.

5) The IMS Access gateway changes the transport addresses 
6) The IMS Access Gateway routes the packet back to UE_B

When analyzing the different NAT implementations, only the full cone NAT implementation will be able to pass the TCP SYN packet. The restricted cone, port restricted cone and symmetrical NAT implementations will drop the packet.

3.3 Analysis of deployed NAT implementations

From the previous analysis, it is evident that the current NAT traversal technique will fail under certain use cases and for certain NAT implementations.

http://www.plugndial.com/draft-jennings-midcom-stun-results-02.txt provides results of an October 2004 survey of 42 different NAT implementations and found that:

· 13 out of 42 implemented full cone NAT

· 2 out of 42 implemented restricted NAT

· 22 out of 42 implemented port restricted NAT

· 1 out of 42 implemented symmetric NAT

· 4 out of 42 did not meet the definition of NAPT in RFC 32022.

4. Other Motivations
Further motivation to consider alternative NAT traversal approach is driven by the recognition that the current “hosted NAT” solution is a monolithic approach only solving the NAT traversal issue for IMS based services. Especially in the fixed broadband environment, other non-SIP based services are likely to exist and therefore using the current approach will force such operators to develop and deploy multiple solutions for NAT traversal. 
An alternative approach is to target the development of a holistic NAT traversal solution, including NAT binding keepalive, which will be able to be applied to IMS and non-IMS based services. 

It should be noted that the current NAT keepalive technique should be able to apply equally to IMS and non-IMS applications since using SIP messages as a keepalive technique is strongly discouraged.
5. Summary
This contribution has highlighted that the current NAT traversal solution will fail to support a number of use cases when the residential NAT is either a restricted cone, port restricted cone or symmetric implementation.
Given such issues, it is proposed that SA2 agree that:

· Any NAT solution should be able to accommodate as many different NAT implementations as possible. The priority should be given to the most widely deployed NAT implementations which are in decreasing priority order: port restricted cone, full cone, restricted cone and symmetric.

· Any NAT solution should preferrably be able to accommodate as many IP applications as possible.
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