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Abstract of the contribution: Opening the discussion of redundancy and load-sharing.

INTRODUCTION

Redundancy is an important mechanism to attain high availability while load-sharing is a mechanism to use resources efficiently. Redundancy and load-sharing are always achieved by similar ways. Some solutions for redundancy and load-sharing are proposed and compared.

PROPOSAL

It is proposed following texts to be added to TR 23.882.
*******************************************************Start of Changes*************************************************

7.x
Key Issue- Redundancy and Load-sharing
7.x.1
Description of Key Issue – Redundancy and Load-sharing
Although the reliability of network entities is much higher than before, redundancy is still very important for the overall reliability of the network. As a mechanism to improve resource efficiency, load-sharing is attracting more and more attentions of operators. Both redundancy and load-sharing may be achieved by two or more entities performing the same functions and choose appropriate one when needed.
7.x.2
Solution for key issue – Redundancy and Load-sharing
Customer here means the entity that the initial the communication and get profit from redundancy and load-sharing.
One possible solution is to ask customers to try each entity in a fixed sequence, in case that the former entity fails or refuses to respond the query. It is a simple solution but not a flexible one. In order to achieve load-sharing, customers’ list should be carefully configured. This solution is suitable for redundancy scenario, or roughly load-sharing among a few entities. In case of node failure, it may need some time to find an appropriate substitute one.
Another solution is to make the sequence adjustable. The priority of each entity in the list can be reconfigured due to history information and current conditions. Redundancy can be achieved with more intelligence. Load-sharing can be achieved if load information can be acquired or concluded. This solution is suitable for more precisely load-sharing among a few entities. The time to find a substitute is not reduced in case of node failure.
In some cases, ‘request and respond’ mechanism can be used to achieve redundancy and load-sharing. The customer will send out a request and the most willing entity will respond faster than the other entities or respond with a parameter indicating the highest degree of willingness. This solution can be used to attain redundancy and load-sharing among many entities and acquire nearly precise load-sharing. This mechanism makes use of more messages to reduce the time for searching an appropriate node and improve the precision of load-sharing. Multicast can be used to reduce messages if needed.
Other possible solution is FFS. For example, anycast feature in IPv6 is also regarded as a mechanism to acquire redundancy and load-sharing. However, it may need a little time to prove itself.
7.x.3
Impact on the baseline CN Architecture

FFS. It is reasonable that different situation would make use of different solutions.
7.x.4
Impact on the baseline RAN Architecture

FFS. It is reasonable that different situation would make use of different solutions.
7.x.5
Impact on terminals used in the existing architecture
FFS. Depends on whether redundancy of network entities for a UE is needed or not.
********************************************************End of Changes*************************************************
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