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INTRODUCTION

The Internet was dominated by client-to-server pattern but telecommunication networks served for user-to-user traffic in the past. The value of user-to-user communication goes with square of the amount of the users, much greater than the value of client-to-server communication, which only goes linearly with the amount of the users. Currently, the internet is changing to support user-to-user communication, e.g. IM, VoIP. Based on the facts, it is doubtless that user-to-user traffic will continue to be in the majority in mobile communication networks, at least in several years in the future.
Local breakout is essential to user-to-user traffic. It will reduce the delay and the possibility of failure greatly and avoid performance bottleneck at the same time. For services that are sensitive to signalling delay, e.g. conversational services or interactive services, control plane traffic should breakout locally to obtain better signalling performance and better user experience, too.
The operator may expect to control whether to allow local breakout for the roaming user. It is useful to optimize routing for some traffic of the user but not all the traffic.
Local breakout shall be bi-directional in most cases. That is to say, the routing of return traffic to the roaming user should be optimized. For example, communication between both users that are roaming in VPLMN should breakout locally in both directions. The IP address assigned by the VPLMN should be used to make it possible to optimize routing of return traffic. In the same time, the IP address assigned by the VPLMN should also be used to attain session continuity. Mobility management protocol should find out how to handle this situation to support local breakout.
PROPOSAL

It is proposed to reflect the discussion above in TR 23.882.
*******************************************************Start of Changes*************************************************
7.2
Key Issue- Roaming with Local Breakout

7.2.1
Description of Key Issue - Roaming with Local Breakout

Roaming is when users receive service when they are in a VPLMN, i.e. in a network other than their HPLMN.

Local breakout might optimize access to visited network services and might allow for user plane traffic route optimization. Control plane traffic should also break out locally for some services, e.g. conversational or interactive services, to obtain better signalling performance and better user experience. In this section it is clarified which interfaces are the roaming interfaces, and how roaming and local breakout works in general for the evolved architecture. 

7.2.2
Solution for key issue – Roaming with Local Breakout

Roaming of subscribers (to different VPLMNs and to different types of VPLMN access) requires certain policies from the home operator to be available in the Visited network. This information may be downloaded or it may be pre-configured and used during the subscriber access to the visited network. These policies may be static, dynamic or a combination.

In order to provide high performance as well as real time services for roaming customers, efficient routing of user data or media traffic is required. For some services, e.g. emergency services, Control plane traffic should also break out locally for some services, e.g. conversational or interactive services, to fulfil the service requirements. Other conversational services and interactive services in the future, being sensitive to signalling delays, may need control plane to breakout locally to obtain better experience. Features shall be provided to the home operator to negotiate with the visited operator if the traffic of the user is always transported to the home network over a roaming interface or broken out locally for transport towards the destination. Furthermore, it should be possible to perform route optimization for some traffic of the user but not the other traffic. How to accomplish this is FFS.
Such policies shall be based on the home operator’s preference and have a granularity such that the gain justifies the roaming infrastructure and complexity in operations for such a set up.

The IP Gateway (defined as GW in the context of current Policy and Charging Control work) in a VPLMN may connect to multiple HPLMNs. The IP Gateways in the VPLMN serves to enforce the policies and charging as negotiated between the visited and home operators. The result of the enforcements and the information of charging should be send back to the home operator if required and agreed.
Using the policy enforcement function in the IP Gateway in the visited network, home operators can control routing of traffic for roaming users. The IP Gateway in the HPLMN serves as a global mobility anchor point and at the same time enforces the policies of, and the charging for the home operator. This IP Gateway can provide session continuity, even if the VPLMN changes.
In order to support return traffic optimization for the roaming user, the roaming user should use an IP address belonging to the VPLMN should assign an IP address for the roaming user. On the other hand, iIn order to attain session continuity when roaming from HPLMN and VPLMN, the user should keep using the IP address that is assigned by HPLMN. It is FFS how the roaming user uses these two IP addresses. Mobility management protocol should be aware of this so that it can support local breakout for roaming users. Mobile IP is capable to handle this situation using routing header. How other mobility mechanisms solve the problem is FFS.

Editor’s Note: Roaming with UTRA system needs additional evaluation.

Editor’s Note: Further refinement of the architecture will need to be performed to allow the concept to be further elaborated and evolved.

Editor’s Note: The User plane interface and the AAA interface in roaming case needs to be defined for 3GPP access System and non 3GPP access System.

7.2.3
Impact on the baseline CN Architecture

The role of current nodes/functions (e.g. PCRF in the baseline architecture) and IP Gateway as well as the relationship with 3GPP HSS/AAA are FFS. 
7.2.4
Impact on the baseline RAN Architecture

No impact currently foreseen. 

7.2.5
Impact on terminals used in the existing architecture
FFS.

*******************************************************2nd Changes******************************************************
Annex F: Policy related network Scenarios

F.1
Scenario 1: Inter-system mobility within the home domain

As the user changes between two access systems, its serving MME/UPE may change. All user plane traffic will pass the anchor node(s) in addition to the serving MME/UPE. Depending on the grouping of functions (which is FFS), the anchor nodes may be interpreted as MME/UPE, Inter-AS Anchor, or both. 

For a single user, one PCRF node controls the anchor node(s), over an enhanced Gx interface (Gx+). This means that when a user moves between 3GPP cellular accesses and non-3GPP access such as I-WLAN, the PCRF will remain unchanged. Policy enforcement (PEP) and charging functions (TPF) are in the anchor node(s).

It is FFS whether policy enforcement functions are needed in the serving MME/UPE. 

Note: the single PEP assumption for this scenario may prevent the use of route optimisation for traffic generated in the non-3GPP access system. Whether this is an issue for the non-roaming case is FFS.

F.2
Scenario 2: Roaming with home forwarding/tunnelling of traffic

In this scenario a user moves to an access operated by a different operator than its home operator, i.e. the user is roaming. The access type used in the visited domain may or may not be different from the access type used in the home domain. Traffic is forwarded/tunnelled home from the MME/UPE in the visited domain to the anchor node(s) in the home domain. Policy enforcement (PEP) and charging functions (TPF) are in the anchor node(s).

Since the serving MME/UPE is in the visited domain, QoS support is needed in the MME/UPE. The visited network operator may prefer not to allow another business entity, i.e. the home operator, to have direct control over its MME/UPE and set QoS and charging filters, since this would make it very difficult for the visited operator to take responsibility for the management of its own MME/UPE. 

It is FFS whether a PCRF node is needed in the visited domain in order to transfer dynamic AF session information to policy enforcement functions (PEP) in the serving MME/UPE, when there already are both PEP and TPF in the home domain anchor node(s). 

If such a roaming interface is defined and used for the transfer of dynamic AF session information (or some translation thereof) to the MME/UPE, it should not make the AF mobility-aware, i.e., the AF should not need to be aware that the user is roaming. This would add complexity into the AF, which is clearly not desired. In addition, the interface should also allow the home network to be involved in e.g. admission control decisions together with the transfer of the AF session information (or some translation thereof).

If it will be decided that the existence of both PEP and TPF in the home domain anchor node(s) is not enough to support the QoS in the visited domain, it is FFS how to translate the dynamic AF session information so that a roaming agreement between the visited and the home domains can be applied to the QoS policies of the AF session in a consistent fashion.

The inter-system mobility in the visited domain may imply a PEP relocation. How policy control works in conjunction with PEP relocation is FFS.

F.3
Scenario 3: Static roaming agreement

This is a simplified scenario with limited capabilities. It does not provide any PCC features, i.e. it does not use a PCRF to install dynamic policy or charging rules. Such a simplified scenario might be used for e.g., plain best-effort internet access. Basic policy and charging functionality, (e.g., measurement of the total amount of bytes transferred) could be pre-provisioned or provided over a AAA interface between the home and the visited domains.

F.4
Scenario 4: Roaming with route optimisation of traffic in the visited domain, AF in the home domain

This scenario is similar to scenario 2, with the difference that traffic is not forwarded/tunnelled to the home domain; instead it is routed optimally between the visited domain and the peer node. The application function, however, is still in the home domain; or alternatively it is outside the home domain (e.g. at a third-party) but is connected to the PCRF in the home domain.

The traffic passes through the visited network and not the home network, but it should be under the control of the home operator. Bi-directional route optimization is needed in most cases.
Due to the fact that no anchor node is involved in handling of the user plane traffic in the home network,  policy enforcement has to be implemented in the visited domain. It is FFS whether PCRF nodes need to be involved in the home and visited domains in order to transfer dynamic AF session information for policy enforcement in the MME/UPE. It is FFS whether the roaming agreement required between the home and the visited domains is feasible. In particular, it is FFS how the roaming agreements for charging can be made simpler, e.g. if charging is based on session signalling, and media is zero-charged.

The use of route optimisation may require updates to the PEP configuration (e.g. if the bearer route can switch between optimised and non-optimised mode during the lifetime of a session). How this is achieved is FFS.

F.5
Scenario 5: Roaming with local breakout of traffic in the visited domain, AF in the visited domain

In this scenario, the AF is in the visited domain, or at a third party but connected directly to the visited PCRF. Bi-directional route optimization is expected in this scenario. In this case policy control takes place fully in the visited network, without direct signalling from the home network. That is to say, control plane traffic also break out locally. The way policy rules are provided by the PCRF in the visited domain has to be settled in the roaming agreement with the home domain. It is FFS whether an increasing reliance on the roaming agreement to provide control in the visited domain is feasible, and what modifications would be needed to the roaming agreements. 

In particular, it is FFS how charging is handled in the visited network.

It is FFS whether the home network AF takes part in the service provisioning.

F.6
Scenario 6: Roaming with local breakout of some traffic in the visited domain, forwarding/tunnelling other traffic to home network
This scenario is a combination of scenario 2 and scenario 4/5. For some services, e.g. voice services and streaming services, local breakout has advantages in performance and bandwidth saving. For other services, it is reasonable that the home operator would like to have more control and forwarding/tunnelling is expected.

********************************************************End of Changes*************************************************
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