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1. Introduction

Figure 4.2-1 in TR23.882 V0.9.0 is the logical high level architecture for the evolved system. It is not the finalized architecture model for the evolved system.
ACGW is introduced in S2-052568 from Ericsson. If ACGW pool is configured and the attached ACGW is not identical with the edge ACGW in same pool, service packets are routed between ACGWs. This paper introduces a solution to re-distribute MS between ACGWs. By this solution, MS can be re-distributed to the target ACGW and routing data among ACGWs can be reduced. 
2. Discussion
2.1 Routing Packets between ACGWs in the Pool
The red dashed line in figure1 denotes that MS is attached in ACGW1. When MS actives a PDP context, ACGW1 analyzes APN and gets an ACGW address. The address indicates the ACGWn, which provides the Gi interface to PDN. In this paper, ACGW1 is called “attached ACGW” and the ACGWn is called “edge ACGW”. The blue line denotes that, because the attached ACGW and the edge ACGW are not identical, UL packets are routed from ACGW1 to ACGWn, and DL packets from ACGWn to ACGW1. 

In figure1, if MS is attached in ACGWn, there is no data path between ACGW1 and ACGWn for this MS. 
The main idea of this paper:
In order to reduce routing packets between ACGWs, MS should be attached in the edge ACGW in the pool. If MS is attached in an ACGW which is not the edge ACGW, MS will be re-distributed to the the edge ACGW in the pool.


[image: image1]
Figure1: Routing Packets between ACGWs in the Pool
2.2 When re-distribute the MS
MS needs to be redistributed, when MS initiates attach or TAU (Tracking Area Update), and
· the attached ACGW needs to be off-loaded (e.g. overload or reset), or 

· the attached ACGW is not identical with anyone of the edge ACGWs. 
For example: ACGW1 is the attached ACGW. The MS has APN1 and APN2. APN1 points to ACGW2 and APN2 points to ACGWn. ACGW2 and ACGWn are the edge ACGWs for the MS, but they are not identical with the attached ACGW (i.e. ACGW1). 
2.3 Who selects the target ACGW
TS23.236 introduces an MS re-distribution solution, which is “CN trigger + RAN centric”. MS is re-distributed between SGSNs by allocating a P-TMSI with null-NRI and indicating a short periodic RAU timer in Attach Accept or RAU Accept message. When MS initiates the new RAU, RNC selects the target SGSN and routes the RAU Request message to the target SGSN. It is SGSN to trigger the re-distribution and it is RNC to select the target SGSN.

In the evolved system, it should be ACGW to select the target ACGW, because E-NodeB has no APN information. 
Note: 
If it is the E-NodeB to select the target ACGW, E-NodeB should:
1. get APN information of MS, and
2. store the policy information of the operator, and
3. analyze the APN to get ACGW address.
When network sharing is configured (e.g. several operator share common Evolved-RAN), operators generally don’t want to configure APN and policy information in the RAN, which belongs to other operator.

2.4 How to select the target ACGW
The method to select the target ACGW is implementation dependent. But the ACGW, which needs to be off-loaded (e.g. overload or reset), should not be selected as the target ACGW. And the ACGW, which doesn’t support anyone of MS’s APNs, should not be selected as the target ACGW.

Note1: If the attached ACGW (e.g. ACGW1 in figure1) fails to select the target ACGW, the attached ACGW doesn’t trigger the MS re-distribution. For example, if all edge ACGWs are located in HPLMN, no need to re-distribute MS in the ACGW pool. 
Note2: “doesn’t support anyone of MS’s APNs” means that, the attached ACGW analyze all APNs of MS and get the edge ACGWs address, but there is no one address is the address of attached ACGW.

2.5 How to re-distribute MS between ACGWs

Figure2 as an example describes the MS re-distribution procedure in detail.
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Figure2: MS Re-distribution procedure

In figure2, MS powers on and initiates attach. E-NodeB selects ACGW1 for MS to attach. But ACGW1 finds that it doesn’t support anyone of MS’s APNs, ACGW1 decides to re-distribute MS and selects the target ACGW. ACGWn is selected as the target ACGW and MS is re-distributed to the ACGWn.
1. RRC connection has to be established before MS sending Attach Request message.
2. Attach Request is routed to ACGW1. E-NodeB selects the ACGW basing on routing parameter and load balancing. 2a and 2b describe how NAS-PDU (i.e. Attach Request message) is routed to ACGW1. Routing parameter is derived from IMSI or is NRI.
3. ACGW1 obtains the MS context from ACGWp, in which MS is attached before. For example, MS roams into the pool area for the first time, ACGWp belongs to other pool.
4. Authentication is done.

5. ACGW1 requests HSS to update location by sending an Update Location message.

6. Because MS is attached in a new ACGW, HSS indicates the old ACGW (i.e. ACGWp) to release MS context.
7. HSS transfers the subscriber data to ACGW1. APN information is included in the subscriber data.
8. HSS sends an Update Location Ack to ACGW1, indicating that HSS has completed location update.
9. On receiving subscriber data from HSS, ACGW1 analyzes the APN information and finds that it doesn’t support anyone of MS’s APNs. ACGW1 decides to re-distribute MS and selects the target ACGW. ACGWn is selected as the target ACGW. ACGW1 request ACGWn to allocate a new P-TMSI for the MS.
10. ACGW1 sends MS an Attach Accept message, including a short periodic TAU timer and the new P-TMSI allocated by ACGWn.

11. MS and network release all connections and resource. 

12. MS enters into idle state and starts the periodic TAU timer.
13. Several seconds late, MS initiates the periodic TAU.

14. Same as step1.

15. Same as step2. But, E-NodeB selects the ACGWn in stead of ACGW1, because the P-TMSI is allocated by ACGWn. The TAU Request message is routed to ACGWn.

16. MS, ACGW and HSS execute a normal TAU procedure. For this time, the attached ACGW is the ACGWn. 
After the periodic TAU procedure is finished, the MS is attached in the ACGWn. The MS is re-distributed from ACGW1 to ACGWn.

Note1: It is implementation dependent to avoid re-distributing MS from ACGWn again.
Note2: This MS re-distribution solution also can be used to do load balancing. It is “CN trigger and CN centric” solution. ACGW needs to transfer the load information to other ACGW in the same pool.

3. Conclusion

ACGW implements all functional elements in Evolved Packet Core. If the attached and the edge ACGW in same pool are not identical, service packets are routed between these two ACGWs. This paper suggests that attaching MS to the edge ACGW in the pool can reduce (not avoid) the routing data between ACGWs. This paper introduces a MS re-distribution solution. If MS attaches an appropriate ACGW, MS is re-distributed to the target ACGW. For this solution, it is CN node to trigger MS re-distribution, it is CN node to select the target ACGW and it is the target ACGW to allocate the new P-TMSI.
4. References

[1]  TR 23.882 v0.9.0 “3GPP System Architecture Evolution: Report on Technical Options and Conclusions 
(Release 7)”

[2]  TS 23.060 v6.11.0 “General Packet Radio Service (GPRS):Service description; Stage 2 (Release 6)”

[3]  TS 23.236 v6.2.0 “Intra-domain connection of Radio Access Network (RAN):nodes to multiple Core Network (CN) nodes (Release 6)”




























































16．





several seconds





normal Tracking Area Update procedure





13．





periodic TAU Timer expires





RRC Connection �Establishment





15．





10．





12．





11．











8．





6．





5．





4．





Insert Subscriber Data





MS Context Transfer





2．





2b．





2a．





1．





Start periodic TAU Timer





Connection Release





Attach Accept�（P-TMSI, periodic TAU timer）





Temporary ID Allocation





9．





Update Location Ack





HSS indicates old ACGW to delete MS context





Update Location





Authentication





Authentication





3．











Attach Request�（P-TMSI, TA ID）





Initial MS Message�（NAS-PDU）





Initial Direct Transfer�（NAS-PDU, Routing Parameter）











MS





HSS





ACGW Pool





S1-Flex





ACGW1





Pool Area





ACGWn





ACGWp





E-NodeB





MS





ACGW Pool





ACGWn





ACGW1





Gi





PDN





E-NodeBk





E-NodeB2





E-NodeB1











Pool





IP Network





Attach Request Message�（P-TMSI, TA ID）





15b．





15a．





14．





Initial MS Message�（NAS-PDU）





Initial Direct Transfer�（NAS-PDU, Routing Parameter）











RRC Connection �Establishment





7．








3GPP

SA WG2 TD


