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1. Introduction

In the current TR, it is specifically assumed that inter-domain routing of IP packets is static, see sec 4.2.1
It is assumed that inter-domain routing of IP packets is static. I.e. for an IP flow/flow aggregate/service aggregate the inter-domain path of IP networks remains the same for the whole duration of the flow/flow aggregate/service aggregate.

Such a statement masks the issue of how inter-domain routing is to be realized. The above statement seems to forbid the use of inter-domain routing based on an EGP, which can then use dynamic routing in order to alter the routing of on-path signalling and the corresponding IP packets. 
In particular, on-path signalling specifically does not preclude such an assumption, e.g., allowing automatic discovery of de-aggregation nodes.

2. Proposal

Since section 4.2.5 already indicates that for off-path techniques, techniques for “domain routing” need to be defined, here we propose to move inter-domain routing from an assumption to an issue in section 4.2.1

/******************************* Start of Proposed Change *********************************/

It is specifically not assumed that the administrative domains use the same QoS provisioning techniques for realizing the above functionality. For example, one administrative domain may rely on on-path signalling approach discussed below, while another domain may rely on off-path signalling approach.
No assumptions are made with regard to the routing topology and configuration in and between the individual administrative domains.
The following general issues need to be solved to identify the requirements for the development of solutions that enhance the end-to-end QoS architecture:

-
How are the end-to-end QoS requirements for a service generated and signalled?
-
In the case of feedback based solutions, how is the end-to-end QoS support condition for a service signalled?

-
How can the solutions provide end-to-end QoS for all applications (IMS and non-IMS applications)?

-
How are end-to-end QoS provided for different type of connections (i.e. UE-UE, UE-Server, Server-Server, Server-UE)?
-
How is the resource check on the end-to-end path combined with the general IMS session setup?
-
What is the impact of insufficient or unavailable external resources? 
-
In case of off-path signaling, how is the next domain identified? 
-
How are external resources negotiated and allocated?
-
How does dynamic routing impact the developed solutions?
/******************************* End or Proposed Change *********************************/


















































































































































































































































































































































































































































































































































































