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1. Introduction
This paper proposes amendments to clause 5.2.1 of 23.802 in order to clarify that the connection model is session aware and that session control and media packets take the same route even when users are roaming.
The connection model is also amended to align better with ITU FG NGNTR-RACS and to differentiate between intra domain and inter domain IP networks
2. Amended Connection model
3GPP TR23.802 is addressing Architectural Enhancements for End to End Quality of Service. It is an objective of the feasibility study to align architecturally with similar studies ongoing in TiSPAN and ITU NGN FG as well as IETF.
With regards to the policy control of the transport capability for the interconnection of domains, TR-RACS introduces an Interconnection Border Gateway Function (BGF) and it is recommended that this entity (BG) be made explicit as one type of PEP in the connection models (the GGSN being the other PEP).
In IMS a transfer function is needed for moving IP bearer packets between the GGSNs that serve the same IMS domain and also to Interconnection Border Gateway Functions (BGF) that interface to other IMS domains. We propose to call the IP network that realizes this transfer function the IP Connectivity Core Network (IP-CCN).
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2. Session Aware Intermediate Networks and QoS guarantees
The concept for Session Aware Intermediate Networks is that they are owned by a third party Transit IMS Operator. The main motivation for this model is to minimise the need for each IMS Home Operator to have IMS peering agreements with every other IMS home Operator in the world. This transit network function is accomplished by the session aware intermediate network. 
It should be also be noted that there are other benefits in this connection model in terms of supporting models where security and commercial considerations mean that the operator requires that the media packets be routed via session aware networks.
Although this connection model in itself is not an issue for 3GPP standardisation the very nature of its likely adoption has significant impacts on E2E QoS. This is because session aware intermediate networks are able to use the same type of policy mechanisms that are today used within PLMNs in order to guarantee QoS across their domain. When this QoS guarantee is coupled with existing intra PLMN/IP-CAN QoS mechanisms it can be seen that an end to end solution for QoS will be provided.
The QoS mechanisms in the intermediate session aware network basically involves the AF reading requested SDP for a session and then ensuring that the bearer associated with this session is provided with the appropriate QoS resources in the bearer plane. 

The precise mechanisms used are out of the scope of 3GPP but are assumed to be functionally equivalent to those current being developed as part of the PCC work item.

A key advantage of this connection model is that it does not require further standardisation in 3GPP of new IP QoS Signalling mechanisms

3. Roaming Scenarios
The following diagram reflects how session control and media packets are routed with the session aware intermediate network model.
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As can be see from the above diagram, the media packets are forced to follow the session control route (via the Transit IMS Operator.

This mechanism results in non-optimal IP route for the media packets (in terms of number of hops etc). However, forcing the media packets to be controlled only by session aware networks from end to end allows session based policies to be enforced end to end.

The current text includes the statement that ‘Backhauling all media packets via an intermediate network  rather than using available local IP connectivity would be higher cost and would provide a inferior quality of experience (more delay etc.).’

This statement is in fact misleading as it only applies to roaming and only to the case where the GGSN is in the visited network. Currently GGSN in the home network is the more common network implementation.
Even in the case of IMS roaming with GGSN in the visited network, the increase in delay for taking the longer physical path may well be offset by guaranteed E2E QoS.

4. Conclusion
It is proposed to make the following changes to TR 23.802 clause 5.2.1.
*** FIRST CHANGE ***

5.2.1
UE-UE connection via interconnected IMS networks

5.2.1.1
General
In this case, a UE served by IMS connects to a remote UE via one or more interconnected IMS networks. In this case, mechanisms are required within intermediate IMS networks for policy control interactions with the underlying IP backbone network. 
Two cases are possible depending upon whether the media packets are forced to follow the same path (via the same intermediate network) as the control packets or are allowed to take a different (more efficient/direct path). Both cases are valid and should be studied.

The pros and cons of the 2 approaches seem to depend on which charging models are to be adopted by interconnected IMS networks. 

5.2.1.2
Control and media via the same intermediate network

In this connection model the control and media packets are routed through the same intermediate network. This implies a requirement to force the media to follow a particular path based on the routing of the application layer signalling.

By forcing media to follow the same path as the control, it is possible to treat each session as an individual entity. This approach allows IMS interconnect agreements to be modelled on those used today for Circuit Switched calls. Charging by time, by data volume and by service is possible with this approach. Having PDF and PEP functions under control of an intermediate network AF/CSCF allows for policy control, QoS (bandwidth etc.) reservation and call admission control, if required by an Operator. 

The main disadvantages of forcing media to follow the same path as the control are the inefficiencies that might be introduced in terms of the path taken by the media packets.
 


Figure 5.2.1.2.1: UE-UE connection via interconnected IMS networks with control and media via the same intermediate network
Note: The IP-CCN, BG and BG PDF in the networks of IMS operator A and B that are shown in Figure 5.2.1.2.1 are not currently included within the 3GPP Architecture

Several entities are required in the interconnected IMS networks (e.g. AF and PDF) to provide QoS in the corresponding backbone IP networks. QoS negotiation among the IMS domains is done by AFs. The way to provide QoS within the backbone IP network depends on the QoS policy of the intermediate operator.
5.2.1.3
Control and media via different intermediate networks

In this connection model the control and media packets are not routed through the same intermediate network. The media packets could route directly between the IP-CANs or via a different intermediate network. 
The main advantage of allowing the media to take the most direct/efficient path is potentially lower cost and superior quality of experience (less delay etc.)

If media packets are allowed to take the most direct path between UEs then it is not clear what charging model can be used other than charging by aggregate between operators.

In this case the connection models of 5.2.2, 5.2.3 or 5.2.4 apply.
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