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1. Discussion

In order to achieve improved end-to-end QoS, different possible solutions need to be studied. This paper presents a set of different QoS provisioning principles, explains some mechanisms and concepts behind each solution, and refers to other emerging standards. 

2. Proposal
It is proposed to make the following additions to the TR23.802 technical report.
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3
Definitions and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and 3GPP TS 23.207 [4] and the following apply.

3.2
Abbreviations

For the purposes of the present document, the following abbreviations apply:

AF

Application Function
AMR
Adaptive Multirate
APN

Access Point Name (*)

BCF

Bearer Control Function
BGP
Boarder Gateway Protocol
CAC
Call Admission Control
COPS

Common Open Policy Service protocol
DCCP
Datagram Congestion Control Protocol
DiffServ

Differentiated Services

DSCP

DiffServ Code Point

E2E
End-to-End
ECN
Explicit Congestion Notification
GERAN

GSM EDGE Radio Access Network (*)

GGSN

Gateway GPRS Support Node (*)

HTTP

Hyper Text Transfer Protocol (*)

IMS

IP Multimedia Subsystem (*)

IntServ

Integrated Services

IP-CAN

IP-Connectivity Access Network (*)
LAN

Local Area Network (*)

LDP

Label Distribution Protocol
MBAC
Measurement Based Admission Control
MPLS

Multiprotocol Label Switching Architecture

NSIS
Next Steps in Signaling

PDF

Policy Decision Function

PEP

Policy Enforcement Point

PHB

Per Hop Behaviour
QoS
Quality of Service
RNC

Radio Network Controller (*)
RSVP
Resource Reservation Protocol
SDP

Session Description Protocol (*)

SIP

Session Initiation Protocol (*)

SNMP

Simple Network Management Protocol (*)

TFT

Traffic Flow Template (*)

* 
This abbreviation is contained in 3GPP TR 21.905 [1].

Editor’s Note:
Abbreviations may need to be removed if not required and other abbreviations may need to be added if required.
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Architectural concept

Editor’s Note:
This section will describe the different enhanced E2E QoS architectures including interaction with emerging QoS concepts from other standards organizations.
5.1
General End-to-end QoS reference model
5.1.1
Introduction
For describing the concepts of different ways to provide end-to-end QoS, figure 5.1.1 below is used as a reference model. The figure shows the location of the IP backbone network and the main interfaces. The IP backbone network provides IP packet forwarding service for the application nodes. Application nodes are the domain specific nodes that interface with backbone network, such as GGSN, PDF etc.
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Figure 5.1.1  Reference model

The application node to backbone user plane interface is a pure IP level interface that provides the transfer of IP packets between application nodes. The application node to backbone control plane interface allows the communication of application node and IP backbone network. Note that, the communication between the application and the backbone network is also possible. This information exchange helps to provide end-to-end QoS for IP flows between application nodes.

The inter-domain interfaces of the IP backbone network, namely the user and control plane interfaces, are to provide the required QoS through multiple backbone operator domains. The application node to application node control interface is out of scope of this document.
5.1.2
Functionality of the application node to backbone interface

The possible QoS methods can be categorized according to the required functionality at the application node to backbone interface. Forwarding of IP packets is a mandatory functionality of the IP backbone network, but additional control functions can support QoS provisioning. Control functions must be supported on the both sides of the application node to backbone interface. For example, assume that IP backbone network supports some kind of resource reservation protocol then this functionality can only be used if the application node part also supports it, i.e. the application node should be able to request resources from the backbone network and it should be able block new sessions if there are no available backbone resources.

Possible information exchange methods between application node and IP backbone network are:

· No information exchange exists: Neither IP level resource reservation nor marking of user plane IP packets is used
· Indirect control information is provided from the backbone to the application node via marking user plane IP packets (ECN, DSCP field marking)

· Explicit control function: resource reservation protocol for traffic aggregates

· Explicit control function: per-flow resource reservation


· 
· 
Information exchange methods can also be possibly combined for optimal performance. 
A description of the most important provisioning schemes for QoS is given in annex B.
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Annex B (informative):
Examples of QoS provisioning schemes
B.1
Description of QoS provisioning schemes
The IP technology does not have a clear and well-defined scheme to provision QoS. Instead many different provisioning schemes have been described to try to solve the QoS problem. The overall goal with QoS provisioning, which is done in each domain along the end-to-end path, is to meet a specific contract (e.g. in terms of bitrate, delay, jitter) in delivering a stream of IP packets from one host to another over multiple IP domains. This description tries to give an overview over the most accepted QoS provisioning schemes. It should be noted that so far none of the standardized provisioning schemes have been very commercially successful. 
B.1.1
Over-Provisioning
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Figure 5.2.1.1  Overprovisioning

The over-provisioning model of ensuring QoS can work in networks with a low fraction of real-time traffic. An over-provisioned network has a performance monitoring driven provisioning, re-dimensioning and extension of the network. The network/path or link is extended when the utilization is reaching a certain level. There is no need to limit the traffic in the application nodes. A well-managed and over-provisioned network should never be overloaded. However, un-expected network conditions may require additional QoS mechanisms to be handled in an appropriate way.
The advantage with over-provisioning is that it is simple – it is the Internet model. The drawbacks are that over-dimensioning is needed, which may result in lower resource utilization. Another drawback is that over-subscription by someone will affect everyone.
With an end-to-end view on QoS where often several network domains are involved, over-provisioning should have a role for ensuring QoS in sub-networks within different domains, rather than as a model ensuring it end-to-end.  
Over provisioning uses the connection model described in subclause 4.2.3.
B.1.2
Static Provisioning
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Figure 5.2.2.1  Static provisioning

A Call Admission Control (CAC) function resides in the application part of the application node. The network dimensioning is based on the maximum limits in the application node, i.e. the transport demand of each application node is limited.

In the single operator case, traffic limits of application nodes are considered at dimensioning to avoid congestion in the network, i.e. links are dimensioned to have enough capacity to carry the limited traffic without congestion. 

In a multi-domain IP backbone network (see Figure 5.2.2.1), operator domains are dimensioned separately. The main task is to derive maximum limits for inter-domain links based on limitations of application nodes (and then the single-domain dimensioning method can be used).
Static provisioning uses the connection model described in subclause 4.2.3.
B.1.3
End-to-end Measurement Based Admission Control
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Figure 5.2.3.1  End-to-end MBAC

Admission control is implemented in the application part of the application nodes, illustrated as “MBAC” entity in figure 5.2.3.1. The admission control uses measurement on the payload traffic to predict the availability of bandwidth in the network. 

In the multi-domain case (see Figure 5.2.3.1), the application of MBAC can be problematic if the MBAC uses measurement on the payload traffic that is for other purposes or if it is not supported by some operator via the path.
E2E MBAC uses the connection model described in subclause 4.2.3.
B.1.4
Bandwidth Broker
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Figure 5.2.4.1  Bandwidth broker (BB)

The Bandwidth Broker (BB) solution for QoS, comprises a centralized admission control server for QoS instead of admission control functionality in the network or application nodes. Admission control is made “off-path” e.g. outside the backbone network. BB can use knowledge of routing (BGP) to better predict the link-load on the links in the backbone network. 

In inter-domain case (see Figure 5.2.4.1), the communication of BBs of domains along the path is required. That is, operators involved in the end-to-end backbone service have to be known in advance because this knowledge is required to allocate resources along the path. All changes in the inter-domain routing have to be taken into account in this solution to avoid inconsistency (the path of involved BBs are different from the actual path of the IP traffic).
Bandwidth Broker uses the connection model described in subclause 4.2.4 or 4.2.2, depending on if resource requests are initiated from the application node itself or from a policy function external to the application node.
Editor note: The term Bandwidth Broker might not be the final term. If another term such as BCF or Resource Manager is more adequate is FFS. 

B.1.5

Signalled provisioning
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Figure 5.2.5.1  Signalled provisioning
A dynamic and protocol driven admission control in the backbone network is the provisioning scheme showed in figure 5.2.5.1 above. In inter-domain case, all domains have to support the applied signaling protocol. 

The well known signalling protocol RSVP is for example described in RFC 2205 [6] and RFC 2210 [8]. There have been several areas of concern about the wide-scale deployment of RSVP. This is discussed in RFC 2208 [15]. A way to try to overcome these issues by using a single RSVP reservation to aggregate other RSVP reservations across a backbone IP network or transit routing region is described in RFC 3175 [16]. There is also work in progress on RSVP aggregation over MPLS TE Tunnels [17]. 

A recent initiative within IETF is NSIS (Next Steps in Signaling). Intention is to standardize an IP signaling protocol with QoS signaling as the first use case. Focus will be on a two-layer signaling paradigm and re-use, where appropriate,
the protocol mechanisms of RSVP, while at the same time simplifying it and applying a more general signaling model. For the latest output from the working group see [19], [20], [21] and [22].
Signalled provisioning uses the connection model described in subclause 4.2.4.
B.1.6
Feedback based provisioning
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Figure 5.2.6.1  Feedback based provisioning

The feedback-based solution relies on congestion indication from the network and the application node reacts with rate-adaptation of the traffic source or with call blocking. One such method could be the use of Datagram Congestion Control Protocol (DCCP - unreliable UDP with congestion control) and AMR. For more information on DCCP, please refer to work in progress [23]. 
In inter-domain case (see Figure 5.2.6.1), all domains have to support the congestion indication functionality including also the inter-domain connections. See RFC 3168 [14] for further description of Explicit Congestion Notification. There is also recent work in progress on how the usage of ECN markings for real-time flows that use UDP [18].
Feedback based provisioning uses the connection model described in subclause 4.2.4.
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