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Introduction

The MBMS TR describes and compares the use of IP multicast or unicast for MBMS data transport via Iu and Gn interfaces. The MBMS data transport by IP multicast was already discussed in S2-020174. Because of the drawbacks for the data transport to users which roam in other PLMNs the GTP option was preferred. This and other issues are discussed in this paper. A comparison and a conclusion are proposed for the TR.

Discussion

The current discussion of the unicast and multicast MBMS transport options mainly identifies drawbacks for the unicast and advantages for the multicast. The complete list of advantages and drawbacks has to be identified to allow for a useful comparison and a sound decision.

Discussion of unicast

The current text of the TR claims that the unicast option requires new functions in the SGSN and GGSN to fork MBMS data. This functionality is only new for the SGSN as the GGSN functionality is already specified for PtP IP multicast support. This drawback text has to be corrected.

Furthermore, it is stated the unicast has a poor scaling. Compared to the already specified PtP IP multicast nothing changes for the GGSN. It is even more likely that the GGSN has to fork for much more PtP users than for MBMS services. For the SGSN this function would be new. But, the SGSN needs to fork only for a few RNCs. Corrections for the TR are needed.

Also, it is stated that packets are forked at the top of the tree. If multicast is used for the transport then it depends on the network topology. If there are not many meshes in the GPRS backbone (not many SGSN) then the multicast tree would be build also close to the GGSN. The multicast option has the same characteristics.

The single point of forking or high load exists in both options only in other entities. Therefore, there is no difference. Clarification for the TR text needed.

The unicast option has the following advantages:

It may use the Gn and Gp signalling and GTP tunnelling. The GGSN forks MBMS data comparable to already specified PtP IP multicast support. The only difference is the GGSN joins the IP multicast at Gi based on GTP signalling and not because of IGMP signalling from the UE. The approach is highly compatible with PtP services which simplifies the fallback to PtP services, e.g. for roamer or for SGSNs which do not yet support MBMS. The protocols on Iu, Gn and Gp may be used for MBMS (at Gn/Gp without modifications).

The unicast option does not need any co-ordination of IP addresses between PLMNs as these are separated by the existing APN concept.

Discussion of multicast

The current text of the TR claims that the multicast option has low impact on the GGSN. In fact the GGSN has to implement IP multicast for the Gn/Gp interface. Otherwise an IP router will not be able to connect to the GGSN.  And the GGSN has to manage the list of SGSNs anyhow because of the GTP signalling. 

New functions are required for the SGSN. The GTP signalling has to trigger IP multicast joining at the SGSN IP layer. 

The SGSN at the Iu interface and the GGSN at the Gn/Gp interface would have to establish the same GTP tunnel (TEID) to all peers. For this purpose the TEID allocation in all RNCs and SGSNs has to be changed. The receiver allocates this TEID. But if forking is done at IP level then all packets have to have the same destination TEID.

The multicast option puts new requirements on the GPRS backbone. It has to support IP multicast. Also all visited and transit networks have to support IP multicast to enable roaming. A major drawback is the global IP multicast address co-ordination, which is needed between all PLMNs with roaming agreements.

In general all Iu, Gn and Gp interfaces have to be extended by IP multicast and also the related control signalling. 

Furthermore, IP multicast at Iu prevents direct connections between RNC and SGSN. Routers have to be in between just because of MBMS,

Updates of the TR text needed.

Conclusion

The multicast option has some merit as it performs forking of MBMS data at the IP layer. The unicast approach requires much less changes for interfaces and protocols. Also it does not depend on IP multicast in the GPRS backbone. It comparable to the PtP IP multicast support that allows to fallback if MBMS is not supported. And the unicast option does not need any address co-ordination between operators which eases network management and roaming.

For these reasons the MBMS transport shall base on IP unicast in the GPRS backbone and on Iu.

It is proposed to clarify the advantages and drawbacks in the TR as identified above and change the TR as indicated below.
6.9.1
Use of IP Unicast on Iu and Gn

The figure below shows the use of IP-unicast to optimise the user-plane on the Gn interface. It is possible to use a single user-plane connection to each SGSN. This approach has following advantages:
· GTP tunnelling and APN concept from GPRS PtP services separate the IP multicast addresses from different UMTS networks.
and drawbacks:
· The SGSN requires new functions to manage the MBMS distribution tree
· forking of MBMS data at GTP level
· 
· 
· 
A similar discussion applies to the Iu interface.
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Figure 1: Optimised User Plane connections using IP unicast on the Gn interface

6.9.1.1
Use of IP Multicast on Iu and Gn

An alternative optimisation is to use special IP multicast groups within the GPRS backbone to transport data on the Gn interface. Instead of unicasting data to each individual SGSN, the GGSN only needs to forward packets once addressed to a specific multicast group. All SGSNs that need to receive this data can then register to receive the multicast group. Forking will be done by IP routers (assuming that multicast is supported).

The advantages of this approach are:

· Scaling and forking at IP level, the MBMS traffic at GTP level reduces
- this solution scales well because it exploits the scaling ability of IP multicast

- GGSN doesn’t have to copy packets on to multiple tunnels or manage list of SGSN receivers

Efficiency - IP routers will only fork the tunnels close to the end-points. The previous solution forks the tunnels at the GGSN

The drawbacks are:


· IGMP needs to be supported in the SGSN. GTP signalling has to trigger IP multicast joining at the SGSN IP layer.
· TEID allocation in all RNCs and SGSNs has to be changed as the SGSN at the Iu interface and the GGSN at the Gn/Gp interface would have to establish the same GTP tunnel IDs to all peers
· The multicast option depends on GPRS backbone functions, the routers in the UMTS internal IP backbone have to support IP Multicast. Also all visited and transit networks have to support IP multicast to enable roaming
· Co-ordination of private IP multicast addresses between all UMTS networks is required for roaming.
· Iu, Gn and Gp interfaces have to be extended by IP multicast, also the related control signalling; Gi supports already some IP multicast functionality

A similar discussion applies to the Iu interface.
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Figure 2: Optimised User Plane connections using IP multicast on the Gn interface

6.9.1.2
Example Activation Procedure on Gn

The following diagram shows an example activation procedure on Gn if IP multicast transport is used. Associated Iu procedures are now shown.
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Figure 3 - Example activation procedure

1
A PDP context is established to receive multicast packets sent to the Target IP Multicast Address.

2
The SGSN may perform a subscription check.

3
The SGSN requests the GGSN to receive packets from the target multicast address.

4
If the GGSN is not already registered to receive multicast packets sent to the Target IP Multicast Address it registers with its peer router.

5
The GGSN acknowledges the request. It provides the SGSN with the GTP TID (GPRS Tunneling Protocol Transaction ID) that will be used for the multicast tunnel and also the IP multicast address it will use to send the GTP packets on the Gn interface. The IP multicast address for the GTP tunnel should be chosen from a pool managed by the GGSN.

6
 If the SGSN is not already registered to receive multicast packets sent to the Gn IP Multicast Address, it registers with its adjacent router

7
The SGSN passes back to the mobile an acknowledgement
