SEITE  
4

3GPP TSG SA WG2 #22
S2-020174

Phoenix, US, 14th – 18th January 2002


Source: 

Siemens

Title:


MBMS data transport discussion
Agenda item:
Agenda 9.5, MBMS

Document for: 
Discussion & Decision

1 Introduction

The MBMS functions for service control, mobility management and RAB establishment are comparable to the functions already provided by the SGSN for point to point services. It seems the best, that an SGSN provides these functions for MBMS. Only one connection is required per single MBMS service for the link between the SGSN and the MBMS data source as all UEs receive the same data per MBMS service. Different approaches for these connections are feasible which fulfil the MBMS service requirements. The characteristics of the different approaches are discussed in the following. The focus is on the evaluation whether encapsulation means (GTP) are required for the MBMS data transport to the SGSN and whether IP multicast may be used.

2 Discussion
The assumption in this discussion is, that MBMS services are identified by IP addresses. Main impact on the approach for the connection between SGSN and MBMS data source have the requirements for logical name MBMS services with different information in different service area and the requirements for roaming.

Discussion of logical name MBMS services

Logical name MBMS services with impact on the architecture are for example local news or traffic reports. Such services may deliver different information in different service areas. Such local services may be defined in two different ways:

a) a logical name MBMS service like "local news" is translated into different IP addresses for the local news MBMS depending on the current location of the UE, each local news MBMS service has another IP address for the same logical name, or

b) a logical name MBMS service like "local news" is translated always into the same IP address of the local news MBMS, all local news MBMS services have one and the same IP address, different information is distributed with the same IP address in different service areas

In the first approach a) the IP address of the MBMS service may change when the UE changes its location. The MBMS service in the UE would have to change the IP address which might require a service re-establishment. Different information of the same logical MBMS service is separated by different IP addresses. Therefore, MBMS service data may be transferred by IP multicast on the IP backbone with their IP addresses to the SGSNs.

The second approach b) distributes different information with the same IP address. The same SGSN may need to distribute in different areas different information, all with the same IP address. The transport to the SGSNs on the IP backbone requires encapsulation as one logical name MBMS service uses the same IP address for different information which is addressed to different areas. A seamless change between the different service areas is only valid for the IP address (not changed). The information is unlikely to be seamless as the information is different and very likely not synchronised in different service areas.

Comparison

The use of the same IP address for multiple MBMS services (belonging to the same logical name MBMS) is not preferable, it results in confusion for the configuration. In this case additional information like the service area has to be provided to differentiate between the different MBMS services. A change between different areas of the same logical name MBMS service without changing the IP address (b) is less signalling traffic. But, the gain for the service is small as different information is distributed in the different areas of the same logical name service. Seamless information transfer is not possible. A short service interruption for the address change as needed in approach a) has therefore only small impact on the service. The use of different addresses for the individual MBMS services which belong to the same logical name MBMS service allows also to receive specific MBMS services out of the set of individual MBMS services independent of the UE's location. For example, the "local news" for a user roaming in Berlin and the "Berlin local news" for a user roaming in Munich could provide identical content via the same IP address. Furthermore, no encapsulation is needed in approach a) as all individual MBMS services of a logical name MBMS service have unique IP addresses.

Conclusion

Approach a) is preferred because of less configuration and encapsulation effort. The overhead of an IP address change for logical name services with different information in different areas can be tolerated as the information transfer to a UE which changes between such areas is not continuous and because only a small part of the MBMS services is anticipated to provide different information in different service areas.

IP multicast may be used to transfer the MBMS data from the source to the SGSN as no encapsulation is needed with approach a). Besides roaming support, as discussed below, a GGSN would not provide any additional functions needed for MBMS. This is under the assumption of single connections to the SGSN per MBMS service instead of UE individual connection as used for point to point service.

Discussion of roaming approaches

Two approaches are compared for the provision of home MBMS multicast services to users roaming in a VPLMN. The comparison focus is on how the MBMS data is transferred from the MBMS source in the HPLMN to the SGSNs in the VPLMN:

a) MBMS data transfer via IP multicast data from the source in the HPLMN to the SGSNs in the VPLMN, or

b) MBMS data are tunnelled from the HPLMN to the SGSNs in the VPLMN by GTP.
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Figure 1: approach a) IP multicast transport from HPLMN to VPLMN
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Figure 2: GTP tunnelling from HPLMN to VPLMN

The first approach a) is the same as proposed for internal the network. For this approach the MBMS addresses have to be co-ordinated between the operators who want support home MBMS services in VPLMNs. Such address co-ordination causes considerable effort. It can be avoided when GTP tunnels MBMS data from the HPLMN to the VPLMN.

Conclusion

The GTP tunnelling (approach b) is preferred for roaming support as this avoids the need for co-ordination of MBMS addresses between different PLMNs.

Combination of the PLMN internal and data transport for roaming

The conclusion made above preferred different approaches for the data transport within the network and for roaming support. In the following different combinations of PLMN internal MBMS data transport and of roaming support means are compared with each other.

a) GTP encapsulation is always used to transport MBMS data to SGSNs in the HPLMN and in the VPLMN. A GGSN terminates the GTP tunnels and connects to the MBMS data source via IP multicast.

b) IP multicast transfers MBMS data to the SGSNs in the HPLMN and to a GGSN which tunnels MBMS data to the SGSNs in VPLMNs.

c) IP multicast transfers MBMS data to SGSNs in the HPLMN and in the VPLMN.

d) GTP encapsulation is always used to transport MBMS data to SGSNs in the HPLMN and in the VPLMN. The GTP tunnels connect the SGSNs with the MB-SC.

In the table the approaches are compared with regard to certain aspects.


Approach a)
Approach b)
Approach c)
Approach d)

Same approach in HPLMN and for roaming
+
-
+
+

Additional functions and traffic in GGSN
-
-
+
+

Functions and traffic of MBMS data source
+
+
+
--

Support of IP multicast sources
+
+
+


Multiple MBMS sources possible
+
+
+
+

MBMS address co-ordination between PLMNs
+
+
--
+

Efficiency of backbone transport
-

+
-

The comparison shows no significant differences for the approaches. A weighting for the criteria may be useful but is hard to define.

The need for co-ordination of addresses between PLMNs to support roaming makes approach c) not interesting. The main advantage of approach b) is the efficient IP multicast transport on the intra operator backbone. The GGSN provides only functions for interworking between IP multicast and GTP for roaming. Approach b) unfortunately has different functionality for MBMS within the PLMN and for roaming. Approach a) is preferred, it uses in all cases a GGSN to link MBMS GTP tunnels with IP multicast to the MBMS data source. It is preferred over approach d) as this would require extensive GGSN functionality on the MB-SC. Nonetheless, approach d) is an implementation option of approach a) where the GGSN and the MB-SC are integrated.

3 Conclusion

The MBMS architecture should use a GGSN to link between MBMS GTP tunnels to the SGSN and the IP multicast to the MB-SC. This approach uses the same functions for MBMS provision in the HPLMN and for roaming users. The approach includes the implementation option of an integration of a GGSN and an MB-SC.
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