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Objective

The aim of this paper is to engage architecture experts in the discussions on the options for the support of Multicast Services in R5 UMTS networks. The underlying requirement from S1 is the provisioning of potentially high-bit rate services, (video, audio, data etc.), in a more resource efficient manner, i.e. the same data is sent once over shared resources to a given group of users in a specific service area. 

To ensure that the core network provides comprehensive support for the provision of Multicast services according to the requirements set out by S1, Lucent Technologies would like S2 to agree a set of core assumptions based on the information in this paper. These assumptions should be used to agree a way forward on this work item.

Architectural discussions:

Several architectural options are available for multicast service.  The control plane and user plane are considered separately.

Activation of multicast services:

It should be possible to have users join and leave multicast groups. The user or the network should be able initiate this and would require signalling between an “activation centre” and user terminal. The activation centre must check with subscription status of the user before allowing the user to join a multicast group.  The activation centre will also need to set up the appropriate bearer paths.

The signalling options for activation could be to use:

· Layer 3 CN messages to the SGSN and then relayed to the “Multicast server”, 

· using IGMP from the user, picked up at the GGSN, or 

· using IP messaging directly to a “multicast server”.

All of these require additional messages to be defined for activation of the service.  

For the first option, the SGSN becomes the activation centre and the user activates the service by sending layer 3 messages to the SGSN. The SGSN then sets up the bearer paths within the PLMN.

The second option the user joins a multicast group by sending an IGMP frame.  The IGMP frame is picked up by the GGSN and relayed to the “multicast capable node”.    The bearer paths are then set up by the GGSN by signalling to the SGSN, and then on to the RNC and UE. The advantage is that the application layer can remain the same at the mobile terminal or fixed network. 

The last option, the activation centre is a “multicast server” (a node which has the functionality to support multicast services), the signalling is directly between the “multicast server” and the user.   The “multicast server” could be directly connected to the RNC or could be outside of the GGSN or a combination (signalling via the GGSN with direct bearer path option to the RNC).  A “multicast server” connected directly to the RNC for both signalling and bearer would be the simplest configuration,; but such configurations cannot handle roaming users easily (see discussion below on roaming). 

Subscription:

A user must be subscribed to receive multicast services.  Options to store multicast subscription information could be: 

· as part of user subscription data in the HLR; this can be as part of subscription profiles or using APNs where certain APNs are devoted to multicast services. 

· in the HSS and verified using protocols such as LDAP, or 

· in the “multicast server” itself.  

The activation centre must be able to perform subscription verification against the subscription data.

Charging:

Charging information per user such as duration of activation should to be collected at the activation centre – either the SGSN, GGSN or “Multicast Server”. Data type and volume records may also be collected at the RNC..

Billing is outside the scope of this discussion.

QoS:

QoS for a multicast service should be available at the activation centre for the set up of the bearers with appropriate QoS.
Roaming:

It is desirable for users roaming outside of their Home PLMN to be able to activate any of the multicast services that they are subscribed to.  This will require a signalling path between the SRNC in the VPLMN and the activation centre.  Thus if the activation centre is in home network, the activation signalling must be relayed from the VPLMN to the HPLMN.   If the activation centre is in the VPLMN (such as the SGSN), the the subscription information download or verification will need to be supported over operator boundaries.

The VPLMN must also be able to provide roaming users with multicast services within its domain that are available, subject to roaming agreements.

Bearer path:

Multicast data must be available at the RNCs to be sent over the radio.  The options for the data path are to send multicast data from a multicast “source” (could be a multicast server or multicast capable node) to: 

· all RNCs, 

· only to selected RNCs which have multicast users, 

· to the all SGSNs to be further distributed by the SGSN to the RNCs,  or 

· to selected GGSN which support multicast service (possibly identified using APNs) and to be further distributed from the GGSN towards the RNCs. 

The first option is wasteful of network resources and also makes it difficult to send data to VPLMNs for roaming users. The second option, an optimisation of the first one, is to send data only to RNCs with multicast users within the PLMN under control of the activation centre but this cannot support roaming users either.  Handling user mobility is also an issue here if for example the UE is in PMM idle.

Sending data to the GGSN in the last option is the good choice to support roaming users. The data is then multicast to the SGSNs with registered multicast users using the existing Gn or Gp interfaces.  Sending data through the SGSN – either directly (the third option) or via the GGSN (the last option) – has advantages since the SGSN is aware of the user location information even in PMM idle state. However both the SGSN and GGSN options require a new GTP tunnel to carry multicast data to be defined.  

A combination of the above listed options can also be used – with direct transfer to RNC for the home users and via the GGSN to the roaming user.

The protocol to use to send data to the RNC or SGSN (if they are the recipient NE as per options discussed above) could be GTP or using IP multicast. Using IP multicast would be more efficient over the transport network if it supports multicast routers.   In case of the last two options, GTP is the default protocol and re-using it has its benefits.

Where the option to optimise and send data only to selected NEs is chosen, a signalling mechanism must be used to identify the appropriate nodes to set up the data path.  If the data path is through the SGSN and GGSN, signalling similar to the existing GTP-C can be used to set up the tunnels.  If IP multicast is used, the NEs wanting to receive multicast data, such as RNC or GGSN that have multicast users, could indicate its inclusion by sending an IGMP frame.

Other issues:
RRC signalling: If the setup of the multicast service for a user requires RRC signalling, it must be integrity protected.  Hence if the architecture requires any RRC signalling, then Integrity (and cipher, if applicable) key(s) must be made available to RNC by the SGSN.  Discussion of the RRC signalling messages itself is outside the scope of this discussion and should be carried in RAN working groups.  

Encryption of multicast data: Encryption of the multicast data is FFS.

The recommended architecture:

The discussion above looked at the various options available.  Note that all permutations of the above may not be possible (or desirable – such as an interface to subscription information in HLR from multicast “server”).  

Lucent suggests the following guidelines in the choice of the architecture.  

· Changes to the basic GPRS network should be kept to a minimum and its function should be limited to providing the efficient transport of multicast data to the user (which could involve managing users to whom to send multicast data) 

· Existing procedures should be re-used as is or with minimum modification where possible.

· Service should be available to users even when roaming outside the home network.

· For efficiency, the mechanism must allow means to send data only to those cells which have  multicast users for the particular multicast service.

Based on the above criteria, Lucent proposes the following architecture:
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Architecture

The “source” of multicast data is outside the GGSN. The SGSN is the primary activation centre with GGSN assisting in setting up of the bearers.  The data path is via the GGSN and SGSN.

Activation:

The user activates multicast service using procedures similar to PDP context activation using multicast APN. Another option is UE to send IGMP frame which is “trapped” either in the terminal or by the GGSN and this leading to the set up of the PDP context.  While the PDP context set up procedures can be similar to the existing PDP context activation procedures, the big difference being that these are activation signalling messages and does not automatically imply the set up of the GTP tunnels.  No changes to MAP or HLR are expected.

GTP tunnels

Multicast GTP tunnels are set up, between the GGSN and the SGSNs and then towards the appropriate RNCs.  But here each tunnel will have multiple users and the SGSN must duplicate the information to the RNCs.  Only one tunnel is required between a GGSN and an SGSN irrespective of the number of users in the SGSN using this service and all users who have activated this service are associated with this tunnel.  If there are no users in an SGSN or RNC, tunnels are not set up towards the SGSN or RNC.   A user may have activated multiple services and could be associated with multiple tunnels.  These multicast tunnels can be based on the QoS requirements of the specific multicast service.

It is the responsibility of the SGSN to track user mobility, to inform the GGSN, modify the tunnels to include the new SGSN on inter-SGSN change (inter-SGSN Routing Area updates) and set up tunnels to the appropriate RNCs.  These functions are similar to the existing GTP tunnel handling although here, users may get taken off the tunnel in the old SGSN and added to another tunnel if one already exists towards the new SGSN.

Network efficiency is achieved with data sent being only once and only to the relevant SGSN and RNCs.

Further optimisation of sending data directly to the RNCs and the use of IP multicast for transport of data to the RNC is FFS.
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Other issues

The architecture also handles the other issues discussed earlier:

QoS mechanisms for GTP and RABs could be re-used for multicast service.  Charging information can be collected at the SGSN or RNC and can include the duration a user belongs to a tunnel and possibly the volume of data in the tunnels.

RRC signalling:  With the SGSN acting as an activation centre, a secure RRC connection can also be established if required using existing security mode procedures.

Roaming:  Use of GTP tunnels causes no problems with handling roaming users or delivery of data to the VPLMN.

Summary

To summarise, the opportunity for provision of Multicast Broadcast services contribution, we have a solution that proposes:

Provision and support of  Multicast Services

Efficient use of Uu, UTRAN and CN resources

Support for full roaming functionality

Support for security

The proposal also carefully minimises changes required to existing conditions by re-use of existing techniques.

Lucent would like the proposals in the discussion document developed further into stage 2 for MBMS.




























_1065437050.doc














Gn







SGSN















Uu







Gp







Iu







Gc















Gi







Gn











Signalling and Data Transfer Interface







Signalling Interface







TE







MT







UTRAN







TE







PDN







GGSN







SGSN







Gr







Other PLMN







SGSN











HLR























Source of multicast data/



Multicast capable IP node







Gt











Um







R







GERAN







MT







TE







Iu











R
















_1059939191.doc


GGSN







SGSN







RNC







SGSN







SGSN







RNC























Multicast Cells















GTP Tunnel















RNC












