TSG-SA Working Group 2
S2-000948
22-26 May 2000
Agenda item x.x.x.x
Berlin, Germany

Source:

AT&T

Title: 


Use of RSVP for QoS Management 

Document for: 
Decision

1 Introduction

A number of different scenarios are being evaluated for end-to-end QoS [1].  This contribution motivates the use of RSVP for resource management, based on a number of architectural considerations.  The contribution also proposes an addition to 23.821 to evaluate a QoS scenario that uses RSVP from the UE to the GGSN.  On receipt of an RSVP reservation request, the IP bearer service manager at the GGSN triggers network-initiated secondary PDP context activation procedures.  The approach was previously presented in [2].

The key architectural goals of this proposal are to allow IP applications to be developed independent of the underlying access technology, and to enable independence between the TE and the MT parts of the User Equipment.   We first articulate these architectural goals, and then motivate the use of RSVP to meet these goals. 

2 Architectural Goals

We believe that it is critical for the growth of new applications and services in the 3G network that we follow clear architectural principles regarding end-system and network functionality.  One of the key reasons for the success of the Internet Protocol is that it is independent of Layer 2 networking technology.  

In this context, we view the TE as an IP end-system and the MT as providing an interface to an IP network via a UMTS access network.   Applications running on end-systems must see a consistent interface to IP layer functionality, independent of the layer 2 access technology.    Note that this principle does not preclude integrated solutions, nor does it preclude optimizations that allow more efficient implementations of these integrated solutions.  However, it requires a certain amount of discipline to ensure that these optimizations remain consistent with the principle.

The principle has some implications with respect to implementation.  It suggests that the interface between the TE and MT for end-to-end QoS management should not be based exclusively on an application programming interface (API).  APIs are very dependent on vendor implementation and operating environment.  We believe that this principle leads to a need for an IP layer protocol interface for QoS negotiation between the TE and MT.

3 Use of RSVP

In this context, we propose the use of RSVP as a suitable candidate for enabling end-to-end QoS signaling between the TE and MT.  RSVP is an existing standard, with a large implementation base.  Moreover, in a number of network configurations, the use of per-flow resource management in the IP network beyond the GGSN or in the customer network will be needed.  RSVP was designed to provide this functionality.

Scenarios 3 and 4 in [1] propose a functional model in which RSVP messages are interpreted by the IP bearer service manager in the MT.  This approach is feasible, and consistent with viewing the MT as a router that is providing an interface to a number of devices attached to a customer LAN.  This contribution proposes an alternative approach in which:

· RSVP is sent transparently from the TE to the IP bearer service manager in the GGSN

· the GGSN maps the information elements in the RSVP request to appropriate UMTS parameters and initiates a network-initiated secondary PDP context activation

· RSVP is used in the context of a “segmented resource management” model, which partitions resources into an “edge” and a “backbone” segment

While this approach requires modification of UMTS QoS mechanisms, it has several advantages.    We believe that it simplifies the MT.  More importantly, it allows the MT to be independent of the IP layer QoS signaling protocols.  If RSVP evolves or another IP layer QoS signaling protocol is developed, the IP bearer service manager in the MT would have to understand and interpret a variety of upper layer (e.g., session, application, etc.) signaling protocols that the TE may use.  If IP layer QoS protocols are terminated in the GGSN, interpretation of these signaling protocols can be more easily managed by the service provider and mapped at the GGSN to the appropriate layer 2 mechanism.

There are a number of additional reasons why using RSVP is desirable. Among these are:

Classifying packets at routers and the GGSN for appropriate handling requires a tuple consisting of: source address, destination address, source port, destination port, and protocol id that uniquely identifies a flow.  RSVP has been designed to transport this information from an application to all of the IP layer entities that may need it.  Using a Layer 2 message to communicate these filters to the GGSN requires interpretation of Layer 3 reservation protocols by the MT.

In some network configurations, per-flow resource reservation will be needed in the backhaul network.  If layer 2 resource management alone is used, the inter-working at the GGSN to generate a resource request further into the IP network is quite convoluted.  On the other hand, layer 3 QoS signaling based on RSVP supports this function naturally.  It is important to note that the GGSN may NOT be the boundary between the intserv and diffserv networks.  This boundary may be further into the network.  Aggregation of RSVP requests at a backbone router may be used, triggered by the arrival of per-flow RSVP requests from the user.   This is in contrast to using a simple Differentiated Services framework for providing QoS for the flow starting at the GGSN. 

Similarly, there may be network configurations consisting of a customer network separating the MT and TE.   In this case, the MT provides wireless access to one or more devices.  Using RSVP within the customer network may be desirable, as it provides a standard way of signaling IP reservation requests.  

End-to-end QoS requires successful resource allocation on multiple links on the end-to-end path.  An architectural model in which IP layer resource requests are mapped at each hop to a layer 2 resource allocation mechanism allows success or failure to be easily coordinated.  Conceptually, layer 2 resource allocation is “nested” within the layer 3 resource allocation flow.  If layer 2 and layer 3 resource requests proceed in parallel, the coordination that is needed to ensure that QoS is available end-to-end is much harder to manage.

Finally, RSVP has the advantage that it can transport opaque objects that can be interpreted by some entities along the path.  Transport of bi-directional reservation information can be done in this manner, as well as transport of multiple possible traffic specifications (so that we do not need to go through the reservations and admission control process when we dynamically change codecs) [3].  This capability is critical in supporting segmented resource assignment, and it reduces the number and size of messages that cross the air interface.

4 Segmented Resource Management

The segmented resource management architecture partitions resource management into multiple network “segments.”  Clients send a bi-directional resource reservation request using RSVP to an edge router (GGSN).  These messages may be interpreted hop-by-hop over the customer’s LAN and the UMTS access network.  The GGSN inter-works with the resource management scheme that is used on the backbone.

Segmented resource management is beneficial for several reasons, which are especially relevant in the 3G wireless environment.  First, it has the potential to reduce the number of resource management messages that cross the air interface when compared with unidirectional resource reservation protocols.   

Second, segmented resource management allows the IP network provider to manage resources within their network using domain specific mechanisms, without requiring support over the end-to-end path for RSVP.  IP network providers can cope with heterogeneity by performing mappings at segment boundaries.  

Finally, when the backbone does not use per-flow signaling (e.g., a diffserv backbone), segmented resource management reduces the call setup time (e.g., post-dial delay) by avoiding the overhead of an end-to-end resource management exchange in addition to the end-to-end call signaling exchange.  

We recognize that IP layer QoS signaling protocols do not support all of the information elements needed for managing resources in a radio network.  For example, applications typically do not express error rate requirements in existing IP layer QoS signaling protocols.   This problem can be addressed in one of two ways: either by enhancing IP layer QoS signaling protocols with new information elements, or providing standard mappings between IP layer QoS parameters and radio network parameters.  The proposal presented in [2] proposes that these mappings be supported in the GGSN, potentially controlled by an external policy control point.

5 Proposed Scenario

We consider a simple example starting with a mobile-initiated RSVP reservation request.  The RSVP request triggers network-initiated PDP context activation procedures.  Details of the flows are for further evaluation.  
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Figure 1: RSVP triggered PDP Context Activation

The mobile initiates the process by sending an RSVP PATH message sent to the GGSN. The RSVP PATH contains both the Sender-Template and flow specification (Tspec) for both directions, specifying the IP addresses and ports for the originating UE (UE-o) and the terminating UE (UE-t), and the negotiated bit rates.   Based on the Tspec parameters and the traffic class, the GGSN deduces a default set of QoS parameters associated with this call. 

The GGSN then includes these QoS settings in the PDU Notification Request message to the SGSN to initiate the secondary PDP context creation process for the real time bearer services.  The GGSN uses stored PDP information from the prior PDP context activation that established the data (signaling) bearer.  The SGSN responds with a PDU Notification Response, and sends a Request PDP Context Activation message to UE-o. 

UE-o uses the secondary PDP context activation procedure to activate a PDP context, while reusing its IP address and other PDP context information from the already active data (signaling) bearer.  UE-o sends an Activate Secondary PDP Context Request containing a Traffic Flow Template (TFT), the QoS requested, NSAPI, and TID.   UE-o can alter the QoS settings in the Request PDP Context Activation message to correspond exactly to its requirements and therefore to permit the SGSN to select an appropriate RAB.   The message is processed by the SGSN to determine the bearer requirements.   Radio access bearer assignment procedures are then executed between the SGSN and the ERAN/UTRAN to verify that the ERAN/UTRAN has sufficient resources and to reserve those resources.   

Once the radio access bearer is reserved, the SGSN sends a Create PDP Context Request (QoS Negotiated, TID, TFT) to the GGSN.  The GGSN returns a Create PDP Context Response (TID, BB Protocol, reordering required, QoS negotiated, cause) to the SGSN.   The SGSN returns an Activate Secondary PDP Context Response to the MS.  The SGSN is now able to route PDP PDUs between the GGSN and the MS via different GTP tunnels and possibly different PDCP links.

In cases where the TE and MT are separate, the user may employ an intermediate network with routing capability between them.  Although the intermediate network may not fall under the 3G responsibilities, allocation of bandwidth in the 3G network is possible when such an intermediate network exists.  It is also desirable to present a solution that transparently allows for the reservation of resources in the intermediate network.  The reservation establishment in such a situation is shown in Figure 2.  The MT passes the RSVP-PATH message transparently to the GGSN, as before.  However, any RSVP-capable routers in the intermediate network modified the original request and included their address as the ‘last-hop’ address.  This is noted at the GGSN, who responds with a RSVP-PATH message to establish the downstream reservation in these intermediate routers.
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Figure 2: Bidirectional Reservation with RSVP

6 Proposal

It is proposed to include the following text into a new section to be included as an annex to TR 23.821, as part of the additions proposed in [1]:

Scenario 5

RSVP is used for QoS signaling from the TE to the IP bearer service manager in the GGSN.   The IP bearer service manager in the UE forwards RSVP messages transparently.  The RSVP PATH message carries information elements related to both the uplink and downlink IP layer flows.   

The GGSN maps the information elements in the RSVP PATH to appropriate UMTS parameters and initiates a network-initiated secondary PDP context activation.  On successful completion of the PDP secondary PDP context activation, the GGSN sends a RESV to the TE.
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