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[bookmark: _Toc462478989]Abstract of the contribution: This contribution discusses the new architecture constructs that are proposed in the eSBA TR. 
1 Discussion
In this document we discuss the new architecture constructs that are proposed in the eSBA TR.
1.1 Focus on Services
In Rel-15 The NF concept incorporates many different aspects. It’s the main architecture construct for both the functional and the management architecture. The NF is a grouping of (often dependant) services, a keeper of UE contexts and states and consequently an entity with (somewhat) sticky bindings. Due to the NF based bindings and possible dependencies, between services inside the NFs, the Service Discovery is largely NF based.     
One of the targets of the eSBA study has been to explore different possibilities to decrease the functional architecture dependency on the NF construct and focus more on services e.g. one proposal raised for the eSBA TR related to the optimal system modularity is Modularization based on NF Services only (see Solution 17). 
This would mean that it should be possible to discover and access services independently of the NF in Rel-16. 
One consequence if the NF concept is replaced in the functional architecture is that a new architecture construct is needed as the base for the Rel-16 architecture figures and updated or amended procedures. The new construct should be able to describe: 
· the scope of a single vendor implementation;
· the scope of shared storage resource;
· the scope of stickiness.
The new functional architecture construct does not need to describe:
· The Managed objects
· The Deployment objects 
The following section explores possible architecture constructs 
Another consequence is that the Rel-15 binding solution described above requires some modifications. The bindings can no longer refer to the NFs as main constructs. 
1.2 New potential architecture constructs
1.2.1 Services
One potential new (or redefined) architecture construct is Services. The Services construct could replace the NF construct in Rel-16 and in contrast to Rel-15 NF Services the new Rel-16 Services would not need to be hosted by an NF and they would be designed to be fully stand alone and independent from other services. Some solutions e.g. see Solution 17 (clause 6.17) assume the usage of a Service construct but does not yet describe how it would be introduced.     
One possible way of remove the NF construct would be to replace the existing NFs with Services i.e. the AMF NF would be replaced with and AMF service etc. The Rel-15 NF service level would be removed but the NF service operations could remain as is. From this initial replacement further splits or merges could be discussed. 


Based on the assumption that a Service construct replaces the NF construct, the impact on stage 2 would include:
· Definition of service types
· New architecture diagrams with the defined service types
· New descriptions with Service Description
· Removal of NF Service level
· Update all flows with Services
· Update Stickiness solutions and bindings to be based on Services
· Updated SF (e.g. NF profile -> Service Profile)
If the Service Construct is only used for new Rel-16 services complementing the NF based architecture the same additions will be needed but only need to cover any new services in Rel-16  
1.2.2 Service Instance Sets
The Service Instance Set proposal, see Solution 11 (clause 6.11) is another proposal for a new architecture construct to address stickiness and bindings between Services. 
The key principles for Service Instance Sets are the following:
-	A Set of instances of the same service type.
-	All Service instances in a Set can access the same data storage e.g. UDSF.
A Service Instance Set has a storage resource accessible by all service Instances in the Set.
The Service Instance Set construct complements either NF or Service Construct.
If the Service Instance Set concept is used as a complement to a Service construct it will mainly be used to describe how stickiness and bindings are managed.  
Impacts on (Service/NF) profile in NRF:
-	Addition of Service Instance Set ID per service Instance
Impacts on Selections and Reselection rules:
-	A consumer first discovers and selects one suitable Service Instance Set, optionally from a list of service instance sets received from the NRF. Once the Service Instance Set is selected it selects a suitable Service Instance for the next transaction
-	A consumer may reselect any Service Instance, within the same set, between different transactions
NOTE:	If the Service Framework hides the Service Instances from consumers it will be up to the Service Framework to implement the selection and reselection behaviour.

1.2.3 NF Sets
The NF Set concept, see Solution 10 (clause 6.10) is characterised as follows. The NF/NF Services instances within a given NF/NF Services Set are expected to have access to the same storage layer (e.g. UDSF and when UDSF is deployed) or use backup NF instance by implementation specific means to share context amongst NF instances within the NF Set. Thus, each NF instance within a NF set, or one pair NF/NF Services instance within an NF/NF Services set should be able to process the UE transaction as it has access to UE context.
It’s unclear what the difference of introduce NF sets compared to have a single NF with more service instantiations. 
If NF Sets are introduced the stage 2 architecture should be updated to take advantage of the construct and this implies the following impacts:
· New descriptions of NF set concept
· Update all flows with NF Sets
· Update Stickiness solutions and bindings to be based on NF Sets
· Updated SF to be based on NF sets

2 Proposals
******************** First change ********************
[bookmark: _Toc523749575]6.10	Solution 10: NF/NF services Reliability
[bookmark: _Toc523749576]6.10.1	Introduction
In Rel-15, enablers were introduced for AMF reliability allowing also dynamic runtime load balancing and dynamic runtime load re-balancing. AMF Set was a key concept enabling scalability up to n AMFs within an AMF Set. We propose to introduce the Set concept also for other 5GC NFs and standalone 5GC NF Services that are introduced as part of this TR.
The Concept of NF/NF Services reliability should work irrespective of whether UDSF is deployed or not. Furthermore, concept of NF/NF Services reliability should work irrespective of whether UDSF is used as a primary storage or secondary storage.
[bookmark: _Toc523749577]6.10.2	High-level Description
It is proposed to introduce the concept of NF/NF Services Set for all 5GC NFs/NF Services. The NF/NF Services instances within a given NF/NF Services Set are expected to have access to the same storage layer (e.g. UDSF and when UDSF is deployed) or use backup NF instance by implementation specific means to share context amongst NF instances within the NF Set. Thus, in principle, any NF/NF Services instance, or one pair NF/NF Services instance within an NF/NF Services set should be able to process the UE transaction as it has access to UE context. The NF/NF Services instances within a given NF/NF Services Set share the following characteristics:
-	NF/NF Service instances support the same network slice(s). For instance, {NF/NF Service1, NF/NF Service2, NF/NF Service3} in a given Set supports the same IoT slice.
-	NF/NF Service instances may access to the same storage layer (e.g. UDSF and the UDSF is deployed) that is geographically close. For instance, {NF/NF Service1, NF/NF Service2, NF/NF Service3} in a given Set supporting the same IoT slice have access to the same UDSF instance. If the NF/NF service instances do not share the same storage layer, the UE contexts are stored in each NF/NF service instances, and backup in other NF/NF service instances within the same NF/NF service set.
-	NF/NF Service instances may also be geographically close to access to the same storage layer (e.g. UDSF and the UDSF is deployed).
-	Each NF/NF service instances may support one or more NF/NF service pointers. The NF/NF service instance pointer(s) that a NF/NF service instance supports are registered in NRF. The NF/NF service instance may add or remove its supported NF/NF service instance pointers registered in NRF during runtime load rebalancing.
-	If the NF/NF service instances have been assigned NF/NF service pointers, the NF/NF service instance allocates a NF/NF service instance pointer to a UE context during UE context establishment, and sends the NF/NF service instance pointer to peer NF/service instances.
Editor's note:	How long to keep the knowledge of NF/NF service instance pointer at peer NF/NF Service instance is FFS.
-	The peer NF/NF service instances may subscribe for the NF/NF service instance status change notification, when the status of NF/NF service instance has changed, e.g. NF/NF service instance pointer has been removed or added, a notification is sent to the peer NF/NF service instances.
-	If the peer NF/NF service instance has not subscribed to the NF/NF service instance status change notification, the peer NF/NF service determines that one NF/NF service pointer is not associated with the old NF/NF service instance when a rejection has been received from the old NF/NF service instance, or when the transmission of a transaction to old NF/NF service instance has been failure.
-	When the UE context is no longer served by the old NF/NF service instance, the peer NF/NF service selects a NF/NF Service instance from the same NF/NF Service Set if no backup NF/NF service instance is notified before.
-	If there is no NF/NF Service instance pointer associated with the UE Context, the peer (NF Service Consumer) NF/NF Service instance should be able to select any NF/NF service instance from NF/NF Service Set of NF Service Provider for forwarding a transaction targeted for a given UE, otherwise, the peer NF/NF Service instance selects a target NF/NF Service instance based on NF/NF service instance pointer associated with the UE context, which is the backup NF/NF service instance.
-	The Set of equivalent NF/NF Service Instances may be identified by a common "NF/NF Service Set ID".
Following characteristics apply for specific 5GC NFs that are specified in TS 23.501 [2]:
-	In case of SMF, SMFs within the SMF Set can access the same UPFs. This is to allow any SMF within the SMF Set to be selected when user plane traffic is ongoing for a given UE for a certain PDU Session. This is explained with an example below. In a certain network, not all SMFs are able to connect to all UPFs e.g. for domain reasons.
-	SMF1, SMF2, SMF3 - can connect only to UPF1, UPF2, UPF3.
-	SMF4, SMF5, SMF6 - can connect only to UPF4, UPF5, UPF6.
UE has PDU sessions with UPF1 as PDU Session Anchor; Now, if the SMFs have to be stateless and we want the ability to select any SMF for processing a transaction for a given UE/PDU Session, then it should be able to possible to select any of the SMFs but at the same time it needs to be ensured that they are selected from set of {SMF1, SMF2, SMF2}.
Editor's note:	the solution can be updated to adopt standalone NF/NF Services depending on the outcome of the architecture decided for FS_eSBA.
[bookmark: _Toc523749578]6.10.3	Illustrated Procedures
Editor's note:	This clause describes related high-level procedures for the solution.

[bookmark: _Toc523749579]6.10.4	Impacts on existing NFs, NF services and interfaces
Editor's note:	This clause describes impacts to existing services and interfaces.
The following impacts are expected for the introduction of NF Sets in stage 2:
· New descriptions of NF set concept
· Update  descriptions (including steps in flows) to refer to NF Sets
· Update Stickiness solutions and bindings to be based on NF Sets
· Updated Service Framework to be based on NF sets


[bookmark: _Toc523749580]6.10.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.

[bookmark: _Toc523749581]6.11	Solution 11: 5GC Reliability
[bookmark: _Toc523749582]6.11.1	Introduction
In Rel-15, different concepts have been adopted for reliability in various NFs. Its proposed to provide further possibilities to enhance the reliability in Rel-16. This solution proposes to define a Services Instance Set concept that can support high reliability and also has potential to improve other aspects of the 5GC architecture.
The solutions for reliability should work irrespective of whether UDSF is deployed or not.
[bookmark: _Toc523749583]6.11.2	High-level Description
It is proposed to introduce the concept of Service instance Set for 5GC. The Service instances within a given Service instance Set are expected to have access to the same data sets in a data storage entity e.g. UDSF. Thus, in principle, any Service Instance within a Service Instance set should be able to process UE transactions as it has access to UE context.
Following are the key principles for Service Instance Sets:
-	A Set of instances of the same service type.
-	All Service instances in a Set can access the same data storage e.g. UDSF.
Editor's note:	How this relates to solution for key issue 1 is FFS.
As shown in figure 6.11.2-1 a Service Instance Set has a storage resource accessible by all service Instances in the Set. A Service Instance Set may expose individual service instances towards consumers or it can use a load balancer. If a load balancer is used the Service Instance Set may appear as one Service Instance towards consumers.


Figure 6.11.2-1: A Service Instance Set with Shared storage resource and optional load balancer
When a Service Instance Set exposes multiple service instances towards a consumer, the consumer is allowed to reselect a different Service Instance (within the same set) between transactions. Race conditions with multiple requests for the same UE is up to implementation to resolve, potentially using mechanisms like redirect between Service Instances in the Set.
As shown in figure 6.11.2-2 a Service Instance Set may span multiple data centres


Figure 6.11.2-2: A Service Instance Set can span across multiple data centres
As Service Instance Set's can span across multiple data centres the profile in the NRF should include proximity information for each service instance in order to facilitate proximity-based selection of service instances. This proximity information provides an indication of physical distance based on network deployment and topology, e.g. the DC identification could be used for this purpose.
[bookmark: _Hlk522712469]Proximity complements Service Instance Set information, in a way that same Proximity value (e.g. same DC) may include different Service Instance Sets (e.g. for different vendors instances, deployment of multiple Storage Resources…). Service Instance Set may be considered optional value, since in some cases, Proximity could be sufficient for a consumer.
Editor's note:	It's FFS how to Rel-15 NFs and NF services are modelled with the Service Instance Set concept.
[bookmark: _Toc523749584]6.11.3	Illustrated Procedures
Editor's note:	This clause describes related high-level procedures for the solution.

[bookmark: _Toc523749585]6.11.4	Impacts on existing NFs, NF services and interfaces
Editor's note:	This clause describes impacts to existing services and interfaces.
The impacts on NF Services, NF profile and selection rules are primarily driven by allowing reselection of different service instances between transactions and addition of proximity per service instance.
Impacts on (Service/NF) profile in NRF:
-	Addition of Service Instance Set ID per service Instance
-	Addition of proximity information per service instance
Impacts on Selections and Reselection rules:
-	A consumer first discovers and selects one suitable Service Instance Set, optionally from a list of service instance sets received from the NRF. Once the Service Instance Set is selected it selects a suitable Service Instance for the next transaction
-	A consumer may reselect any Service Instance, within the same set, between different transactions
-	A consumer should consider the proximity information when selecting a Service Instance Set and re-selecting between Service Instances within the Service Instance Set
NOTE:	If the Service Framework hides the Service Instances from consumers it will be up to the Service Framework to implement the selection and reselection behaviour.
The Service Instance Set concept allows to decrease the dependencies on the NF concept in the 3GPP functional architecture. This can be achieved by the additions described above and by replacing the NF bindings established in the information flows with bindings between the service Instance Sets

[bookmark: _Toc523749586]6.11.5	Evaluation
Editor's note:	This clause provides an evaluation of the solution.
[bookmark: OLE_LINK53][bookmark: OLE_LINK54]

******************** Next change ********************

[bookmark: _Toc523749617]6.17	Solution 17: Modularization based on NF Services only
[bookmark: _Toc523749618]6.17.1	Introduction
As laid out in the corresponding Key Issue 1, optimal modularization of the 5G System shall enable deployment of 5GC services by their own without mandatorily relying on a certain NF. Optimal modularization of the 5GC is essential for network slicing and to enable better re-usability of the defined services according to slicing and/or e2e customer service requirements. Therefore, a higher granularity of the 5GC services than Rel-15 NFs / NF Services is necessary.
"Modules" of Rel-15 architecture are NFs and NF Services. While the former is clearly defined for multivendor interoperability the multivendor interoperability for NF Services is not specified.
The proposal of this solution is that release 16 defines NF Services only where the NF Services represent the desired 5GC "modules". These NF Services shall be deployable independent of NFs and shall support multivendor operability.
The drivers for modularization are the flexibility to exchange Network Function Services, to re-use Network Function Services, and/or to break Network Function Services down on a level where they can be easily implemented, tested, and debugged. The optimal modularization of the system shall improve the system's agility in terms of enhancing its functionality and features. With future NF Services becoming the representation of the modules, a corresponding modeling of the 3GPP defined NF services is necessary.
For this reason, the design of release 15 NF Services should be revisited in order to achieve these goals.
The future 5GC has to fulfil different, sometimes orthogonal, requirements from the different use-cases e.g. from verticals. Therefore, it is necessary to have a flexible design, which contains easy-to-use and re-useable NF Services, and the possibility to combine them in a flexible way (plug and play). Flexible systems provide the possibility to install NF Services according to the requirements of a certain network slice. These NF Services are the smallest deployable units for an operator, regardless of how they are implemented internally.
NF Services can be grouped in bigger packages to allow different deployment scenarios but this is up to vendor or operator policy and not subject to standardization.
Optimal modularization shall enable to deploy use-case specific network slices, i.e. is driven by network slice blueprints and specific additional requirements as currently being defined in GSMA:
-	https://www.gsma.com/futurenetworks/5g/network-slicing-use-case-requirements-whitepaper/
-	https://www.gsma.com/futurenetworks/digest/new-5g-network-slicing-report/
The actual modularized 3GPP system architecture is proposed in clause 6.17.3. In accordance with the key issue description, solutions shall also describe the principles to be used for an optimal modularization/granularity of the NF services; this is provided in clause 6.17.2.1.
[bookmark: _Toc523749619]6.17.2	High level description
[bookmark: _Toc523749620]6.17.2.1	Principles to be used for optimal modularization
Principles for modularising the 5GC architecture:
-	Achieve multivendor interoperability between NF Services
-	Have NF Services as independently deployable units
-	Specify loosely coupled NF services that are
-	instantiable without impact on other NF services
-	replaceable
-	in case of failure
-	by another (better performant) implementation
-	Each NF Service implements one specific functionality (i.e. has one specific and well-defined purpose) - separation of concern
-	Each NF Service shall provide a unique SBI.
-	NF Services to be modelled as fully self-contained units that operate on a dedicated context
-	NF Services shall have independent life-cycle management (e.g. for scaling, healing, etc.). NF Services can be deployed, updated, and removed during runtime without dependencies to other NF Services.
-	Re-usability: Any NF Service can be used by any other NF Services with appropriate authorization.
-	NF Services shall be agnostic to which consumer is making use of their functionality/API.
-	A NF Service provides always the same functionality, regardless of the origin of the invocation.
-	A NF Service provides expected outputs based on specific inputs.
-	Regarding Service Producers, Service Consumers can assume that all options defined for a NF Service (if any) are supported by all instances of that NF Service.
[bookmark: _Toc523749621]6.17.2.2	Solution Preconditions and Requirements
Preconditions:
-	The Rel-16 Service framework  as well as the Management and Orchestration framework support deployment of NF Services instead of NFs.
Requirements:
-	See the modularization principles of this solution as described in clause 6.17.2.1
[bookmark: _Toc523749622]6.17.2.3	High-level Solution Architecture
Release 16 architecture consists of NF Services only. System procedures are based on a chain of these NF Services.


Figure 6.17.2.3-1 Modularization principles
Per the principles for optimal modularization described above, NF Service A/B/C/….. can be different from Rel-15 NF Services. Still, a Rel-15 NF can be constructed by implementing a NF Service A and NF Service B that behave like NF Service 1 and NF Service 2, respectively, and packaging them together as described in clause 6.x.1 above.
Editor's note:	It is FFS how the relationships / dependencies that exist between Rel-15 NF Services can be handled in the proposed Rel-16 modularization approach.
The following diagram puts this solution into context with solution 2 and solution 7:
The NF services communicate through the Service Framework via the Service Access Point API (SAPA). Since the NF Service does not have any dependencies to other NF Services and does not store states and data, there will be a request, receive, and a write of the states and data from/to the (shared) storage layer.


Figure 6.17.2.3-2: High level view on a NF Service
[bookmark: _Toc523749623]6.17.3	Modularized 3GPP System Architecture
Editor's Note:	Modularized architecture is FFS
[bookmark: _Toc523749624]6.17.4	Impacts on existing NF/NF Services and Interfaces
NF profile is not needed anymore. NF Service profile needs to be updated.
The impact on stage 2, to replace NFs with NF services, would include:
· Definition of NF service types
· New architecture diagrams with the defined NF service types
· New descriptions with NF Service Description
· [bookmark: _GoBack]Merge  of Rel-15 NF Service level and NF level
· Update all flows with NF Services
· Update Stickiness solutions and bindings to be based on NF Services
· Updated Service Framework to be based on NF services

Editor's note:	Further details regarding impacts are FFS.
[bookmark: _Toc523749625]6.17.5	Evaluation of the Solution
With the Service Framework and the modularization, the full freedom is ensured to react on the requirements of the different use-cases to implement the use case specific network slices.
Editor's note:	FFS further evaluation of the solution.



******************** End change ********************
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