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Introduction
Solution #3 introduces new mechanism into the 3GPP system in order to provide redundancy in the user plane based on RAN dual connectivity between the UE and a single UPF. We evaluate the solution in the context of other possible approaches, and also look at some of the details that need further attention. 
Solution #3 vs. PDCP packet duplication

An exemplary view of Solution #3 is shown in the figure below. Solution #3 provides disjoint paths in RAN via the Master gNB and the Secondary gNB, where the disjoint paths span between the UE and the single UPF. The 3GPP defined network typically integrates into a critical/industrial network where the Device communicates with a Server, typically via one or more intermediary switches or routers. 
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Solution #3 user plane example

We can compare the solution with the already defined PDCP packet duplication function (38.300 section 16.1.3), where PDCP duplicates packets to be sent on different carriers, e.g., via the MgNB and the SgNB, as shown in the figure below. 
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PDCP packet duplication example

As it is seen from the figures, the PDCP duplication function also provides the benefit of redundant transmission over the air interface, i.e., Solution #3 does not give additional benefit over the air interface. The additional benefit that Solution #3 provides is redundant transmission between SgNB and UPF. However, redundancy between RAN and CN may also be provided in the underlying transport network. Hence, the added benefit of Solution #3 is that it avoids the MgNB as a single point of failure in the user plane. 
Note also that in industrial local deployments, there may be reasons to move the UPF close to the RAN node, i.e., MgNB. One motivation may be to reduce the latency. Another motivation can be to reduce the number of sites and simplify the network, which may include co-locating the UPF with the MgNB. If the UPF is co-located with the MgNB, then Solution #3’s added value disappears, and Solution #3 does not provide any significant benefit over the existing PDCP duplication function.  
Conclusions:

· Solution #3 provides the same level of redundancy over the air interface as the existing PDCP packet duplication function. 

· Solution #3 avoids MgNB being a single point of failure in the user plane. 

· When UPF is co-located with the MgNB, Solution #3 does not add value compared to PDCP packet duplication. 
Solution #3 vs. Solution #1

Solution #1 relies on external Redundancy Handling Functions (RHF) for end-to-end redundancy, such as IEEE TSN FRER. In the RAN, Solution #1 similarly relies on Dual Connectivity for the redundant paths. The example view of user plane handling for Solution #1 is shown in the figure below, where two redundant paths are used end-to-end, spanning the 3GPP RAN, CN and also the Data Network. 
[image: image3.emf]Server Device

UPF2 SgNB

UE

MgNB

UPF1

Switch

Switch

RHF

RHF

3GPP defined


Compared to Solution #1, we see that Solution #3 does not provide any solution for redundant UPF handling. It is not clear why UPF would be less prone to failures compared to other entities. Why do we need the solution to avoid the MgNB being a single point of failure, when the solution does not give a solution to avoiding the UPF being a single point of failure?
Solution #1 can also provide redundancy end to end, including redundant data paths in the external Data Network. On the other hand, Solution #3 can not be integrated with end to end mechanisms for redundant data paths, since UPF must be a single point of failure with Solution #3. That can be problematic, since industrial applications requiring redundancy would need to apply a holistic approach, including both 3GPP and non-3GPP components for redundancy. It is not expected that 3GPP networks can replace other non-3GPP solutions in the industrial space, hence it is strongly preferred to apply a redundancy solution that is harmonized with the redundancy handling in fixed networks. In fixed industrial deployments, end to end redundancy is already deployed today and would be expected to be required by industrial customers. Hence any solution that cannot be integrated into an end to end redundancy solution would be a disadvantage for a 3GPP solution. 
Conclusions:

· UPF is a single point of failure in the user plane. 
· Solution #3 can not be integrated with end to end mechanisms for redundant data paths spanning also the non-3GPP network domain, such as IEEE TSN FRER. 

· Solution #3 can not provide the same level of redundancy end to end that is typically deployed and required for fixed industrial solutions today. 

Missing features
Below we raise some questions which are proposed for further clarification.

Scope of user plane redundancy. The current description states the following regarding which traffic to apply the solution to: 

Whether redundant transmission need to be activated for a QoS Flow can be decided by the SMF based on local policies for the DNN and/or S-NSSAI, or by the PCF based on its QoS requirement, UE's subscription and condition of network deployment.

It is not clear, however, how the SMF or the PCF can determine the need for redundant transmission. In an industrial network, there may be an external controller that is responsible for handling redundancy, but it is unclear how the information is provided to the SMF or the PCF. 
Also, the need for redundant transmission also needs to be known by the UE, since the UE is also performing data duplication in the uplink. It is not clear how the UE knows which flows should be subject to data duplication. 

UE capability handling. A UE needs special functionality to be able to support the solution. The network needs to know whether or not the UE has the necessary support, but it is not clear how UE capability would be indicated. 

Conclusions:

· It is FFS how an external entity responsible for redundancy handling in the DN can communicate the scope of redundancy handling to the 3GPP network. 
· It is FFS how the UE becomes aware which flows redundancy should be applied to. 

· It is FFS how the UE capability to support the solution is indicated to the network. 

Solution details

Below we consider a few details of the solution that need special attention. 

I-UPF handling. The solution mentions that it could handle I-UPFs inserted between the RAN node and the anchor UPF, but it is not clear what benefit would these I-UPFs bring, given the additional complexity of managing I-UPFs on multiple redundant paths. If I-UPFs are inserted due to the possibility of UL CL or a Branching Point in the I-UPFs, then we would need to understand how UL CL or a Branching Point behaves when it works on only one traffic path out of the two redundant traffic paths? Do the two I-UPFs on the two paths need to work in a synchronized way? Are the I-UPFs exposed to the data losses that take place on one of the paths?

Regarding protocol option 1: The solution mentions a limitation that we have only one QoS flow per DRB. How does RAN become aware of that limitation, and how is that limitation enforced? Does this limitation imply also a limitation on the number of QoS flows, and if so, how is that limitation known in the core network?
Conclusions:

· It is FFS how the I-UPFs behave in an UL CL or Branching Point role when they are inserted on one leg of the redundant paths, and whether the two I-UPFs on the two paths need to work in a synchronized way. 

· It is FFS how the limitation of one QoS flow per DRB is known and enforced in RAN.

· It is FFS whether the limitation of one QoS flow per DRB imply also a limitation on the number of QoS flows, and if so, how is that limitation known in the core network?

Proposal
We propose to update the Evaluation section by inserting the overall concluding statements, remove statements that only repeat some aspects of the solution without evaluation, and remove statement whose solution is not fully clarified. We also propose to capture issues to be resolved by Editor’s notes, and update the Impacts section. The following changes are proposed to TR 23.725.
* * * * Start of Change * * * *
6.3
Solution #3 for Key Issue #1: Supporting redundant data transmission via single UPF and two RAN nodes
6.3.1
Description

This solution addresses the KI#1 of How to "Supporting high reliability by redundant transmission in user plane".

This solution focuses on how to realize the reliability of user plane between UPF and UE. For control plane network functions, the existing network device failure recovery mechanisms, e.g. N+1 resilience, should be enough to fulfil the high reliability requirements on control plane. Though the failover may cause a very short interrupt (typically on xx ms level), but this control plane failover will not impact the traffic routing on user plane.

Typically telecom-level equipments are able to provide up to five-nine reliability. However, in many cases the end-to-end reliability of real deployed network might be lower than that considering the susceptible deployment environments, especially in the last-mile.

To realize ultra-high reliability for URLLC services in the commercial deployed network, this solution proposes to use redundant transmission over different physical transport paths in CN and RAN to enhance the reliability of upper layer service.

Whether redundant transmission need to be activated for a QoS Flow can be decided by the SMF based on local policies for the DNN and/or S-NSSAI, or by the PCF based on its QoS requirement, UE's subscription and condition of network deployment.
Editor's note: It is FFS whether and how to coordinate with other redundancy mechanisms if such mechanisms were used in DN.
Editor's note: It is FFS how the UE becomes aware which flows redundancy should be applied to. 

In this solution, it is assumed that the reliability of UPF and CP NFs are high enough to fulfill the reliability requirement of URLLC services served by these NFs, and the UE is under overlapping coverage of the two RAN nodes. The reliabilities of these NFs can be realized based on implementation (e.g. redundant mechanisms provided by NFV platform), which is out of scope of this solution. However a single RAN node cannot provide enough reliability in air interface for the QoS flow, so the redundant packets will be transferred between UPF and UE via two independent N3 tunnel and two RAN nodes to enhance the reliability of service.

To ensure the two N3 tunnels can be transferred via disjointed transport layer paths, the M-RAN (Master RAN) node, SMF or UPF may provide different routing information in the tunnel information (e.g. different IP addresses or different Network Instances), and these routing information will be mapped to disjoint transport layer paths according to network deployment configuration.

Editor's note:
Whether and How to support redundant transmission in HR roaming scenario is FFS.

The redundant transmission is based on the DC architecture, except that same PDU is transferred via both M-RAN and S-RAN (Secondary RAN) nodes. With two different NG-RAN nodes, separate transport layer paths are used for redundant data transmission in user plane.
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Figure 6.3.1-1: Redundant transmission with two N3 tunnels between a UPF and two NG-RAN nodes
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Figure 6.3.1-2: Redundant transmission with two N3 and N9 tunnels between a UPF and two NG-RAN nodes

In deployments where the M-RAN/S-RAN needs to connect to the anchor UPF via intermediate UPF nodes, one or two Intermediate UPFs (I-UPFs) may be inserted between the anchor UPF and the M-RAN/S-RAN nodes separately to support the redundant transmission with one or two N3 and N9 tunnels, as shown in figure 6.3.1-2.
NOTE:  The I-UPFs on the leg of the redundant paths shall not behave in an UL CL or Branching Point role anymore.
For DL traffic, without changing sequence number in GTP-U packet, the two I-UPFs receive the traffic duplicated by the anchor UPF via N9 tunnels and without any further duplication forward them to the M-RAN and S-RAN via N3 tunnels separately. In case of UL traffic, by keeping sequence number in GTP-U packet unchanged, the two I-UPFs without any further duplication forward the traffic received from the M-RAN and S-RAN via N3 tunnels to the anchor UPF via N9 tunnels separately.

6.3.1a
User Plane Protocol Stack options

6.3.1a.1
Option 1: Enhancement of PDCP and GTP-U protocols

In this option, PDCP protocol and GTP-U protocol are enhanced to support packet replication and elimination function.
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Figure 6.3.1a.1-1: User Plane Protocol Stack - Option1

In this option, it is required there is only one QoS Flow per DRB.
Editor's note: It is FFS how the limitation of one QoS flow per DRB is known and enforced in RAN. It is FFS whether the limitation of one QoS flow per DRB imply also a limitation on the number of QoS flows, and if so, how is that limitation known in the core network?
In this option, for DL traffic, the UPF replicates the packet received from the DN and includes the same sequence number in GTP-U headers of the replicates for the redundant transmission. When the M-RAN and S-RAN receive the packets from UPF, they set the DL PDCP sequence number of the PDCP packet according to the sequence number in the GTP-U headers received from UPF. With that, the two PDCP packets that UE received from M-RAN and S-RAN carries same PDCP sequence number, so that the UE can eliminate the duplicated packets at PDCP layer based on the PDCP sequence number.

Note: The detail of how to map SNs between GTP-U and PDCP packets can be decided in stage 3. Each QoS Flow have an individual GTP-U SN space. One possible way is to reuse GTP-U extension header "PDCP PDU number" together with QFI to directly carry the PDCP sequence number per QoS Flow in the GTP-U packet.

For UL traffic, the UE replicates the packet and assigns the same PDCP sequence number to them for the redundant transmission. One of these packets is transmitted to the M-RAN, and the other to the S-RAN. The sequence number in GTP-U header for the packet sent to the UPF is assigned by the M-RAN and S-RAN based on the PDCP sequence number received from UE. The UPF eliminates the duplicated packets at GTP-U layer based on the sequence number in GTP-U header.

6.3.1a.2
Option2: HRP protocol layer

In this option, a HRP (High Reliability Protocol) layer is implemented on the UE and UPF to support packet replication and elimination function.
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Figure 6.3.1a.2-1: User Plane Protocol Stack - Option2

In this option, for DL traffic, the UPF replicates the DL packet and assigns the same HRP sequence number to them for the redundant transmission. When the UE receives the replicates from M-RAN and S-RAN, it eliminates the duplicated packets at HRP layer based on the HRP sequence number.

For UL traffic, the UE replicates the packet and assigns the same HRP sequence number to them for the redundant transmission. The UPF eliminates the duplicated packets at HRP layer based on the HRP sequence number.

Note: In this option, the HRP layer may cause additional delay for internal handlings within UE and UPF.

6.3.2
Procedures

6.3.2.1
Activate Redundant Transmission during PDU Session Establishment procedure

The redundant transmission will be established during a PDU Session establishment procedure or a PDU Session Modification procedure.

Figure 6.3.2.1-1 depicts the establishment of redundant transmission during the PDU session establishment procedure in the non-roaming and roaming with local breakout cases.


[image: image8.emf]UE

Master

NG-RAN

AMF UPF SMF

Secondary

NG-RAN

UDM PCF

1. Steps1-12 of UE requested PDU Session Establishment in clause 4.3.2.2.1 in TS23.502 

1. Steps1-12 of UE requested PDU Session Establishment in clause 4.3.2.2.1 in TS23.502 

2. Secondary NG-RAN Addition procedure 

2. Secondary NG-RAN Addition procedure 

3. Steps14-20 of UE requested PDU Session Establishment in clause 4.3.2.2.1 in TS23.502 

3. Steps14-20 of UE requested PDU Session Establishment in clause 4.3.2.2.1 in TS23.502 


Figure 6.3.2.1-1: Activate Redundant Transmission during PDU Session Establishment procedure

1.
Steps 1-12 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:


In step 7b, the PCF indicates the SMF and the NG-RAN to activate redundant transmission for the QoS flow by the 5QI if the UE requested PDU Session Establishment procedure is initiated for a URLLC service.


The SMF then initiates an N4 Session Establishment procedure with the selected UPF and CN Tunnel Info 1& CN Tunnel Info 2 are allocated by the SMF or UPF.


In step 11, the N2 SM information includes the QFI(s), QoS Profile(s), CN Tunnel Info 1& CN Tunnel Info 2 corresponding to each N3 tunnel.

2.
RRC Connection Reconfiguration takes place with the UE establishing the necessary NG-RAN resources related to the QoS Rules for the PDU Session request. The Secondary NG-RAN node Addition procedure is performed as defined in TS 37.340 [7].

3.
Steps 14-20 from clause 4.3.2.2.1(UE requested PDU Session Establishment) in TS 23.502 [3] are performed with the following differences:


The AN Tunnel Info provided by the NG-RAN includes AN Tunnel Info 1 and AN Tunnel Info 2. Each AN Tunnel Info includes a tunnel endpoint for each involved NG-RAN node, and the QFIs assigned to each tunnel endpoint. The M-RAN node assigns the appropriate CN tunnel information to each of the NG-RAN nodes.

The SMF provides AN Tunnel Info 1 and AN Tunnel Info 2 to the UPF as well as the corresponding forwarding rules. The forwarding rules indicates the UPF to replicate the downlink packets and send each replicate via one of DL N3 tunnels separately to NG-RAN, and eliminate the duplicate uplink packets received from the two UL N3 tunnels.
6.3.2.2
Activate Redundant Transmission during PDU Session Modification procedure

Figure 6.3.2.2-1 depicts the establishment of redundant transmission during the UE or network requested PDU session modification procedure in the non-roaming and roaming with local breakout cases.
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Figure 6.3.2.2-1: Activate Redundant Transmission during PDU Session Modification procedure

1.
Steps 1-4 from clause 4.3.3.2 (UE or network requested PDU Session Modification) in TS 23.502 [3] are performed with the following differences:


The PDU Session Modification procedure is triggered by the UE or the SMF to add a QoS flow for a URLLC service.


In step 1b or step 2, the PCF indicates the SMF to activate redundant transmission for the QoS flow by the 5QI.


The SMF initiates an N4 Session modification procedure with the UPF and a new CN Tunnel for redundant transmission may be allocated by the SMF or UPF.


In step 4, the N2 SM information includes the QFI(s), QoS Profile(s) for each N3 tunnel, and the CN Tunnel Info corresponding to the new N3 tunnel.

2.
RRC Connection Reconfiguration takes place with the UE establishing the necessary NG-RAN resources related to the QoS Rules for the PDU Session request. The Secondary NG-RAN node Addition procedure can be performed as defined in TS 37.340 [7].
3.
Steps 6-12 from clause 4.3.3.2 (UE or network requested PDU Session Modification) in TS 23.502 [3] are performed with the following differences:


The AN Tunnel Info for the redundant transmission is provided by the NG-RAN. The AN Tunnel Info includes a tunnel endpoint for the NG-RAN node used for redundant transmission, and the QFIs assigned to the tunnel endpoint.


The SMF provides AN Tunnel Info to the UPF as well as the corresponding forwarding rules. The forwarding rules indicates the UPF to replicate the downlink packets and send each replicate via one of DL N3 tunnels separately to NG-RAN, and eliminate the duplicate uplink packets received from the two UL N3 tunnels.

6.3.2.3
Handover procedure

In this solution, the UE can connect to two NG-RAN nodes simultaneously when redundant transmission is used. Either the M-RAN node or the S-RAN node may perform handover at a time.

In the case that the S-RAN node handover, the M-RAN Node will initiates a Secondary Node Change procedure as defined in TS 37.340 [7]. The transmission between UE and UPF via M-RAN node will not be impacted during the handover procedure.

In the case that the M-RAN node handover, the Master Node handover without Secondary Node change procedure will be applied as defined in TS 37.340 [7]. The transmission between UE and UPF via S-RAN node will not be impacted during the handover procedure.

In the case that both M-RAN node and S-RAN node handover, it follows the procedures defined in TS 37.340 [7].

6.3.3
Impacts on Existing Nodes and Functionality

PCF:

-
The PCF can determine whether redundant transmission needs to be activated for a QoS Flow based on its QoS requirement, UE's subscription and condition of network deployment.

AMF:

-
No impact in this solution.

SMF:

-
The SMF can determine whether redundant transmission needs to be activated for a QoS Flow based on local policies for the DNN and/or S-NSSAI.

-
In case the SMF allocates CN Tunnel Info, it shall provide the CN Tunnel Info for two tunnels of the redundant transmission paths.

-
The SMF shall indicate the UPF to replicate the downlink packet and send the duplicate packets to the two N3 tunnels, and indicate the UPF to eliminate the duplicate uplink packets.

UPF:

-
In case the UPF allocates CN Tunnel Info, it shall provide the CN Tunnel Info for two tunnels of the redundant transmission paths.

-
The UPF shall be able to replicate the downlink packet and send the duplicate packets to the two N3 tunnels, and eliminate the duplicate uplink packets, based on either sequence numbering in GTP-U header (option 1) or a new protocol (option 2)
RAN:

-
The RAN node shall support redundant transmission via DC architecture with two N3 tunnels.

-
In case protocol stack option 1 is adopted, RAN need to ensure there is only one QoS Flow per DRB, and map or reuse PDCP SN and sequence number in GTP-U header.
- 
RAN needs to be able to combine dual connectivity setup with the establishment or modification of radio bearers within the session management procedures.

UE:

-
The UE shall be able to replicate the uplink packets and eliminate the downlink packets for a URLLC service.

-
The UE can determine whether to replicate the uplink packets for a QoS Flow based on its QoS profile.
- 
In case of option 1, UE needs to support a new variant of PDCP replication and elimination compared to the existing RAN PDCP duplication mechanism. 

-
In case of option 2, UE needs to support a new protocol for replication and elimination. 
6.3.4
Solution Evaluation

This solution provides high reliability transporting mechanism by performing redundant transmission between Anchor UPF and UE via disjointed CN tunnels and two different RAN nodes. The solution has the following properties:

-
The solution provides the same level of redundancy on the air interface as the existing PDCP packet duplication function in Rel-15 (see TS 38.300 [xx] section 16.1.3).
 -
The solution avoids the MgNB being a single point of failure in the user plane. 

-
UPF is a single point of failure in the user plane. In case of UPF failure, the session is completely lost.

-
The operator can control the activation of redundant transmission or not by PCC mechanism.
-
This solution has no dependency on the protocol used in application layer, which is out of control of the operator.

-
The redundant transmission can be activated on demand per QoS Flow but limits to single QoS Flow per DRB. .
-
Current existing PDU session/QoS Flow management mechanisms are reused in this solution with limited extensions shown in 6.3.3. No further impact on existing CN control plane mechanisms, however RAN is impacted by the need to be able to combine dual connectivity setup with the establishment or modification of radio bearers within the session management procedures.

-
If protocol stack option 1 is adopted, there is no additional replication protocol defined for the UE. If protocol stack option 2 is adopted, there is no additional replication protocol functionality for the RAN node.  But interactions with existing Rel-16 RAN PDCP duplication is not investigated yet.
* * * * End of Changes * * * *
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