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Proposal

*** Start of changes ***

7.1
Key Issue 1: Support for infrequent small data transmission
The following solutions are addressing key issue 1:

-
Solution 1 supports small data transfer inside a PDU session in NAS-SM via AMF/SMF to UPF. To also support the NIDD API (i.e. to address the architectural requirements to "support API(s) for infrequent small data transmission and capability exposure to AF"), solution 1 relies on solution 30, which extends solution 1 by supporting non-IP data in a PDU session via AMF/SMF/NEF and the NIDD API to AFs. Solution 1 supports early data and reuses EPC interworking as defined in Rel-15, i.e. relies on mapping PDU sessions to PDN connections. Solution 1 follows the same concept as EPS CP optimization. This enables low complexity IoT devices that support both EPC and 5GC connectivity to send small data over NAS (i.e. without having to support a user-plane stack, AS security, etc.) regardless of the core network those devices are connected to. Additional load for control plane entities (AMF and SMF) that is implied by solution 1 can be addressed by dynamically adding virtualized AMF and SMF entities as needed; control plane overload can alternatively be addressed by solutions for KI#7. Whether to send the existing SM header or a shortened SM header with the small data is up to CT1 to decide.
-
Solution 2 is similar to solution 1 in that small data is transferred inside a PDU session by means of NAS-SM. In addition solution 2 introduces a user-plane tunnel (Nx interface) between AMF and UPF to bypass SMF for small data transfer to the UPF. This results in AMF impact to support a user-plane interface (Nx interface) on the AMF and related changes to the SMF to support Nx tunnel establishment. When the UE moves from CM-IDLE to CM-CONNECTED the Nx interface first needs to be established before small data can be forwarded between AMF to UPF. As a result DL data in response to UL data sent by the UE will be delayed compared to solution 1 due to the tunnel setup signaling. This implies that the UE is kept longer in CM-CONNECTED state, which in turn leads to higher UE power consumption compared to solution 1. 
-
In contrast to solution 1 and 2, solution 3 is not a generic solution as it only supports small data transfer of non-IP data. The solution does not establish a PDU session but establishes a Non Session Data Delivery (NSDD) context in the SMF instead. The benefit of not establishing a PDU session is however not obvious since NSDD context is anyhow established at the SMF. Interworking with EPC is not supported as per the solution description (the solution targets UEs that only support 5GC-NAS). The solution proposes to buffer DL data in the AMF, which implies that buffered DL data would be dropped if a UE moved to EPS while not being reachable.
-
Solution 4 is not a generic solution either as it only supports small data transfer of non-IP data. Solution 4 conveys non-IP small data using RDS and without establishing a PDU session via AMF and NEF to AF. The main drawback of solution 4 is lack of EPC interworking (as per the current solution description). To support EPC interworking the following challenges need to be addressed: how to map the NIDD service without a PDU session in 5GC to an NIDD PDN connection in EPC, how to support rate control in 5GC and how to map rate control parameters to EPC (given that rate control in EPC is designed around the notion of PDN connections). As a consequence a new non-IP data specific rate control mechanism would need to be introduced in 5GC.
-
Solution 6 proposes to send IP and non-IP small data in a DATA PDU in RRC via SRB to the RAN, which in turn forwards the small data to a UPF. As per the solution description, a single UPF appears to be assumed (as the UE does not include any UPF ID or similar information together with the UL data). As a consequence there is no support for different UPFs for different DNNs, slices or even load-balancing reasons. While this may be addressable, the solution has two other key drawbacks: (1) In contrast to the other infrequent small data solutions, solution 6 requires the UE to support an additional security assocation per PDU session and (2) the solution has RAN impact (handling of new DATA PDU in RRC; determining the target UPF and new forwarding mechanism for small data to/from target UPF) compared to all other solutions which are transparent to the RAN. The latter is important to ensure simple migration to 5GC.  This solution does not add any additional load for control plane entities (AMF and SMF).
 -
Solution 40 proposes to establish a PDU session for sending UL data, which gets released again immediately after UL data is sent (and related DL data has been received). As a consequence there is no support for DL-initiated small data, i.e. the solution is not generic. The main drawback of the solution is the unnecessary signaling overhead due to establishing (and tearing down) a PDU session for every MO data transfer. This also leads to higher UE power consumption compared to other solutions since the UE needs to stay longer in CM-CONNECTED state while waiting for PDU session establishment, which delays forwarding of UL data from AMF and potential DL data delivery to the UE (e.g. an ACK for UL data). The solution also requires a network address translation (NAT) function in the UPF since the UE uses a locally generated IP address, which needs to be translated to a routable IP address. The solution has additional overhead for sending small data since the DNN and S-NSSAI needs to be sent together with every UL small data that the UE sends. For UEs that need to support both EPC and 5GC the complexity is increased since the UEs needs to support two small data concepts: small data inside PDN connections in EPC but support of small data without PDU sessions in 5GC.
*** End of changes ***
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