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Abstract of the contribution: this contribution addresses edge computing in for Rel-16 eV2X architecture enhancement for broadcasting.
1.
Introduction
In order to meet the requirement of maximum end-to-end latency and also other purposes including the backward compatibility and coexistence with DSRC, edge computing is needed [1][2] from NGMN and 5GAA point of view.  In ETSI, one study report is released recently about edge computing for eV2X[3].  For eV2X, broadcasting solution is needed for both V2V and V2I.  5GS architecture for MBMS has been discussed in previous SA2 meetings and captured in TR 23.786.  In our view, edge computing is also very important for broadcast transmission of eV2X services.  In this contribution, we discussed this issue and provide text proposals to existing solution.
2.
Discussion
In TR 23.786, the key issue #8 is captured as follows about edge computing.
5.8 Key Issue #8: Support of edge computing
The ability to steer traffic to a specific local DN depending on the DNN/S-NSSAI/etc. and support for edge computing are already defined in Rel-15, e.g. in clause 5.6.7 'Application Function influence on traffic routing' and clause 5.13 'Support for Edge Computing' of TS 23.501 [7].
This key issue will study that the existing mechanisms specified in TS 23.501 [7] can be reused for V2X purposes and whether any enhancement is needed to support specific needs for V2X, e.g. local routing to/from V2X Application Server(s) in a local DN close to NG-RAN.

This key issue will also study how to support the session and service continuity requirement of V2X when the edge computing is utilized.
Solutions for this key issue should leverage those developed in FS_5G_URLLC and focus on aspects specific to V2X.
In Section 6.8, Solution#8 has been captured named Application Function influence-based edge computing for V2X.  In our view, for V2X services, broadcasting is very important.  As mentioned in introduction part, there are wide interests and urgent need of edge computing for V2X.  For MBMS solution for LTE/5GC scenario, the radio access part is still based on LTE which means latency performance is poor than NR radio interface, thus it is important to adopt edge computing in LTE/5GC to reduce E2E latency.   
Proposal 1: Edge computing should be supported for broadcasting solutions for LTE/5GC.
Currently, 5GS MBMS architecture is being discussed in SA2 and we think that it is important to consider edge computing feature during architecture design.  The figure below shows on architecture option for LTE/5GC.  In the proposed architecture option, we think that edge computing can be supported via selection of BMSC-UPF and MB-UPF if either BMSC-UPF and MB-UPF can be deployed in local area e.g. close to the NG-RAN nodes or RSU.
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Figure B.1.1.1-1: 5G MBMS Architecture

Observation 1:  In the proposed 5G MBMS architecture option, edge computing can be enabled by selecting of proper UPF e.g. MB-UPF or BMSC-UPF.
3.
Conclusions
Proposal 1: Edge computing should be supported for broadcasting solutions for LTE/5GC.
Observation 1:  In the proposed 5G MBMS architecture option, edge computing can be enabled by selecting of proper UPF e.g. MB-UPF or BMSC-UPF.
4.
Text Proposal

Following the discussions, we propose to agree the following changes vs. TR 23.786

* * * * Beginning of Changes * * * * 
Annex B:
Solutions for broadcast/multicast/group delivery over Uu
B.0
Description

This Annex addresses and documents solutions for FS_CIoT_5G as well.
B.1
Solution #B1: Support of broadcast in 5GS
B.1.1
Functional Description
B.1.1.0
General
This solution corresponds Key Issue #14 Support of broadcast over NG-Uu, Key Issue #1 Support of eV2X Group Communication and also Key Issue#8 Support of edge computing for eV2X.  This solution proposes 5G-MBMS architecture and corresponding procedures for V2X services. It is considered to utilize E-UTRAN providing multicast/broadcast as specified in TS 36.440 [14], since NG-RAN is composed of ng-eNB (providing E-UTRA user plane and control plane protocol) and gNB (providing NR user plane and control plane protocol). This solution proposes to adopt existing MBMS architecture principle and procedure in EPS, but only necessary functionality for V2X service will be specified for this solution.

B.1.1.1

5G-MBMS Architecture



Figure B.1.1.1-1: 5G MBMS Architecture

NOTE:
For this architecture, NG-RAN is ng-eNB providing MBMS as specified in TS 36.440 [14].
MB-AMF performs routing of session management message between MB-SMF and NG-RAN. 
MB-SMF is dedicated SMF for MBMS, corresponding to MBMS-GW Control Plane:

-
MBMS Bearer Session create/modify/release
-
IP multicast address allocation

-
Use Nmb (compliant to SGmb) to interact with BMSC-CPF

-
Interact with MCE via M3 reference point, which is routed via MB-AMF

MB-UPF is dedicated UPF for MBMS, corresponding to MBMS-GW User Plane:

-
Distribution of MBMS user plane data to E-UTRAN (M1 reference point)

-
Use SGi-mb to interact with BMSC-UPF
NOTE:  Edge computing function can be supported by selecting a local MB-UPF when it is available.
BMSC-CPF is Control plane function of BMSC, connecting with Application Server via MB2-C or xMB-C

-
TMGI allocation, MBMS Session identifier management, Location dependent content transfer

BMSC-UPF is User plane function of BMSC, connecting with Application Server via MB2-U or xMB-U

-
MBMS data transmission, generate charging record
NOTE: Edge computing function can be supported by selecting a local BMSC-UPF when it is available.
Editor's Note: In this solution, it is encouraged to specify essential functionality for V2X service. Above list of functionality is not exhaustive and also can be modified.

B.1.1.2

Service-based interfaces and Reference points

The 5G-MBMS architecture contains the following service-based interfaces and reference points:

Nmb:
Service based interface exhibited by BMSC-CPF equivalent to SGmb as specified in TS 23.246 [16].

Nmbsmf:
Service based interface exhibited by MB-SMF for MBMS session procedure

N4mb:
Reference point between MB-SMF and MB-UPF for MBMS session related procedure

Editor’s Note: It is FFS whether N4mb can be supported as service-based interface.

M1:
Reference point between E-UTRAN and MB-UPF for MBMS data delivery. IP multicast is used on this interface.

M3:
Reference point for control plane between E-UTRAN and MB-AMF. It is used to carry session management message between MB-SMF and E-UTRAN. 

Editor's Note: It is FFS whether functions of M3 reference point can be modified.
SGimb:
Reference point between BMSC-UPF and MB-UPF for MBMS data delivery.

MB2
 Reference point between BMSC and V2X AS as specified in TS 26.346 [17]
xMB:
Reference point between BMSC and V2X AS as specified in TS 26.346 [17]

Editor's Note: use of MB2 or xMB will depends on service level agreement.
B.1.2
Procedures

B.1.2.1

Service Announcement

Editor's Note: Detail procedure will be specified. For V2X, Application Server provides service announcement information to the UE on behalf of BMSC.

B.1.2.2

TMGI Management

Editor's Note: Detail procedure will be specified.

B.1.2.3

MBMS Session Management
Editor's Note: Detail procedure will be specified for session creation, modification, and release.
B.1.3
Impact on existing entities and interfaces
Editor's note: This clause describes impacts to existing entities and interfaces
The solution introduces new network entities:

MB-SMF: Dedicated SMF for MBMS

-
MBMS Bearer Session create/modify/release
-
IP multicast address allocation

-
Use Nmb (compliant to SGmb) to interact with BMSC-CPF

-
Interact with MCE via M3 reference point, which is routed via MB-AMF

-
Nmbsmf: Service based interface exhibited by MB-SMF for MBMS session procedure

-
N4mb: Reference point between MB-SMF and MB-UPF for MBMS session related procedure

MB-UPF: Dedicated UPF for MBMS

-
Distribution of MBMS user plane data to E-UTRAN (M1 reference point)

-
Use SGi-mb to interact with BMSC-UPF
-
N4mb: Reference point between MB-SMF and MB-UPF for MBMS session related procedure
BMSC-CPF: Control plane function of BMSC

-
TMGI allocation, MBMS Session identifier management, Location dependent content transfer

-
Nmb: Service based interface exhibited by BMSC-CPF
BMSC-UPF: User plane function of BMSC

-
MBMS data transmission, generate charging record
MB-AMF: Support transfer of MBMS session related message via M3 reference points.

B.1.4
Topics for further study

Editor's note: Topics for FFS will be collected for this particular functionality.
B.1.5
Conclusions
Editor's note: Conclusions will be collected for this particular functionality.
Nnef:
It is the service interface provided by NEF, and it shall support the 1) Interact with AF for the group session related actions, and 2) Create/modification/release group session. 
B.2.6
Evaluation

Editor's note:
This clause provides an evaluation of the solution.
* * * * End of Changes * * * * 
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