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1. Overall Description:
5GAA WG2 NESQO work item applied an iterative method on the following 6 uses cases with an intention to identify requirements for Rel-16 in order to support Predictive QoS:
1. [bookmark: OLE_LINK1]RT Situation Awareness and High Definition Map (Hazardous Location Warning) 
2. Software Update 
3. Tele-Operated Driving 
4. High-Density Platooning 
5. Advanced Safety (Lane Merge) 
6. Infotainment 
Based on the iterative analysis applied, 5GAA was able to formulate requirements for predictive QoS use for V2X Predictive QoS is already under study in SA2, more specifically UC12 (“NWDA-Assisted predictable network performance”) of TR 23.791 v0.4.0. 5GAA believes that the identified requirements can be considered as part of FS_eNA and/or FS_eV2XARC. In this respect, with the timely capturing of NESQO requirements, 5GAA believes that the automotive industry will get desired predictive QoS feature standardised in Rel-16 time frame. 
As notified earlier, the NESQO work will continue till Q1 2019 and if required, 5GAA may provide additional timely input before FS_eNA and/or FS_eV2XARC conclude in Dec 2018.
2. Actions 
ACTION: 5GAA WG2 would like to respectfully request 3GPP SA2 to take the requirements as formulated in Annex A as well as the information provided in Annex B and Annex C into consideration as part of FS_eNA and/or FS_eV2XARC.

3. Date of Next 5GAA Meetings:
5GAA WG2 Meeting CC #16                                 11 Sep 2018		             Online.
5GAA WG2 Meeting #8			              22nd – 24th Oct 2018		Tokyo, Japan.

A. Annex A - Requirements resulting from 5GAA NESQO use case analysis 
Iterative NESQO methodology was individually applied to the following prioritised use cases: 
1. RT Situation Awareness and High Definition Map (Hazardous Location Warning)
2. Software Update
3. Tele-Operated Driving
4. High-Density Platooning
5. Advanced Safety (Lane Merge)
6. Infotainment
The intention of this paper is to formulate requirements as expected on the 5G Network (aka 5G System) based on the analysis of all six use cases. 

A.1 - Identified NESQO-based Requirements

In order to support Predictive QoS, 5GAA WG2 has identified the following non-exhaustive list of requirements for the 5G System (5GS). 
· REQ.1: 5GS shall be able to collect Vehicle UE’s current and planned location and timestamp information for the purpose of generating QoS predictions.
· REQ.2: 5GS shall be able to collect radio resource specific details; such as total capacity, used capacity, number of users, user’s throughput, RRC connection success rate, received signal strength, and residual capacity per slice per cell for the purpose of generating QoS predictions.
· REQ.3: 5GS shall be able to collect UE-specific details such as UE history (e.g. visited cells along with time-stamps), UE capability information, UE Registration Area details, HO Restriction List for the purpose of generating QoS predictions. 
· REQ.4: 5GS shall be able to monitor one or more QoS characteristics of a QoS Flow for the purpose of generating QoS predictions.
· REQ.5: 5GS should be able to collect 3rd party information such as coverage information, road traffic information and weather information per time and location for the purpose of generating QoS predictions.
· REQ.6: 5GS shall be able to predict one or more QoS characteristic of a QoS Flow.
· REQ.7: 5GS shall be able to deliver QoS predictions to interested consumers.
· REQ.8: 5GS shall be able to identify whether a specific subscriber is enabled to receive QoS predictions.
A.2 - Conclusion

Based on the iterative NESQO methodology applied to different V2X use cases, requirements were derived in the previous section with an intention to share them with the 3GPP. 



B. Annex B - Information Exchange for QoS Prediction 
Interaction between V2X applications and the network represents the key point to enable QoS Prediction, underlining that aspects such as content of prediction request/feedback together with exchange of information in support of prediction should be further investigated. To this aim, previous work introduced different metrics for QoS Prediction to be analysed for different use cases and proposed a methodology to be used in NESQO with a step on the identification of prediction-supporting data. 
The aim of this annex is to analyse, in a structured way, the information exchanged between the different actors involved in QoS Prediction, with focus on logical steps of information exchange between V2X application and network and with focus on prediction-supporting data.

B.1 - Procedure for QoS Prediction

QoS and network behaviour Prediction requires an information exchange between the V2X Application and the network in order to provide both actors with information to support the prediction, in addition to information regarding the prediction itself. Such an exchange of information requires the design of a protocol for QoS Prediction to enable the communication of prediction requirements, prediction-supporting data, and network prediction capabilities between the V2X Application and the network. 
[image: ]
[bookmark: _Ref517965590]Figure B‑1: Logical steps of the protocol for information exchange between the V2X application and the network for QoS Prediction.
Figure B‑1 shows the logical steps of above mentioned protocol for QoS Prediction, which are summarized as:
· [bookmark: _Hlk518029012]Phase 1: Establishment and capability exchange. This is the initial phase where the application and the network exchanges information to negotiate the prediction features for the V2X application. The application provides: application information comprising required prediction features; vehicle-related information. The network provides a feedback to the application with supported prediction capabilities.
· Phase 2: Continuous Updates (Event based). This phase is introduced to allow the application or the network to update the information exchanged during phase 1. An update might be necessary due to the occurrence of an event, e.g., change of vehicle’s path or change of network capabilities, which might involve a possible re-negotiation of prediction capabilities.
· Phase 3: Termination. This phase is triggered to terminate the prediction service between the application and the network.
A more detailed discussion on the information exchanged for QoS Prediction is given in the following Section.

B.2 - Information exchanged for QoS Prediction

B.2.1 - Prediction-supporting information

In order to assist the prediction task, information from different sources might be necessary. Table B-1 provides a summary of prediction-supporting information categories, i.e., information to be delivered to a prediction function (PF) as considered useful in order to run the prediction. Such information can be mapped to steps 1 and 2 of the protocol described in Figure B‑1. 
NOTE: First the aim of prediction is on time horizons, given by the V2X application (e.g. provided by the timestamps) of the UE, in the order of several seconds and minutes, i.e., the PF is expected to predict whether there will be a change of network behaviour in seconds (the prediction for time windows in the order of ms is currently out of scope and could be considered at a later stage.). The information listed in Table B-1 reflects the intention of supporting the time horizon in the order of seconds as mentioned above.
For each information category, Table B-1 lists the related source and the categories are grouped considering the relevant actor involved in the information provisioning.

[bookmark: _Ref517967077]Table B-1. Prediction-supporting information exchanged for QoS Prediction.
	Information group
	Information Category
	Information Source
	Information Destination

	OEM
	Vehicle information
	V2X Application
on UE
	Network (PF)

	
	Client Performance measurement
	UE
	Network (PF)

	Network operator/vendor
	RAN information
	Network (RAN)
	Network (PF)

	
	Core network information
	Network (CN)
	Network (PF)

	3rd party
	Weather information
	Network (AF)
	Network (PF)

	
	Coverage information
	Network (AF)
	Network (PF)

	
	Road traffic information
	Network (AF)
	Network (PF)

	
	Road infrastructure information
	Network (AF)
	Network (PF)

	
	Analytics information
	Network (AF)
	Network (PF)

	
	Event-based information
	Network (AF)
	Network (PF)



NOTE: There may be already existing procedures and protocols to gather some of the listed information. 
NOTE: Information listed in Table B-1 should be considered as a list (not limited to) of information that may be exploited for generating QoS Prediction. 
NOTE: The information categories listed in Table B-1 were grouped considering the relevant actor providing the information. The three identified groups are: OEM, Network operator/vendor and 3rd Party. Among the three considered groups, 3rd Party information are implementation specific and are out of scope of 5GAA discussions, 3rd party information are listed here for completeness.
NOTE: Some monitoring tools and techniques for getting Client Performance measurement KPIs and Network Operator / Vendor Information can be found in Annex c. 
For each of the information categories listed in Table B-1, the relevant components can be detailed as but not limited to:
· OEM
· Vehicle information
· Planned route (location, timestamp).
· The planned route is composed of a variable number of locations, from 1 to n.
· Each location has a timestamp that can have the current time or any date in the future (in this case it is referring to an expected route).
· The route planning is in the domain of the OEM.
· The granularity of the route information can be defined by the network operator and might depend on the scenario where the vehicle is moving (e.g., urban, suburban, highway) or KPI to be predicted.
· Application classification.
· An application class can contain different V2X applications with similar KPI requirements (e.g., different video applications associated to the same use case).
· One application class can contain on several other V2X applications with individual classifications.
NOTE: An application class could be expressed by using already existing classification schemes like 3GPP 5QI defined in [1].
· Application class KPI(s) requirements.
· Application class KPI requirements describe desired or expected parameters such as data rate, traffic direction (UL/DL), etc. including their acceptable thresholds.
· It contains the aggregated KPI requirements related to one Application class on a UE level.
· Device capabilities
· Radio capabilities (e.g. supported bands, number of MIMO streams, number of antennas) of the UE.
· Information about software capabilities of the UE (e.g., Software version, supported V2X applications, etc.).
· Client Performance measurement (provided on either periodic or event-driven basis).
· KPI information on network performance.
· Data rate e.g. DL and UL.
· Protocols used when measuring DL and UL data rates (e.g. HTTP over TCP over IP).
· Latency. 
· Jitter.
· Packet Loss.
· Speech (MOC/MTC).
· Signal quality indication e.g. RSRP, RSRQ, RSSI, SINR.
· Other indicators, such as Rank Indicator.
· Visible cells in addition to the one the UE is connected to with additional signal quality indication.
· Exposing information from different layers are needed to perform analysis. Therefore a measurement application should have access to low level API’s that expose such kind of information. This information needs to be forwarded to the PF.
NOTE: Protocol layer for measurements should be clarified, e.g., packet loss may convert into jitter, depending on the layer.
NOTE: Component for executing a measurement should be clarified. In case of HTTP for example, the HTTP data rate is measured in the application, while RSSI is measured by the modem.
· Meta Information. 
· Cell-ID.
· Geolocation.
· Timestamp.
· Cell-Band (Band).
· Speed.
NOTE: Speed information can help to quickly process data and to provide information, although it could be derived from the Geolocation and timestamp data. 
· Network Operator / Vendor Information
· RAN information
· Network load.
· Network resources.
· RRC connection success rate.
· Number of users and relevant information such as users’ throughput, signal strength, latency counter on the air and S1 interface, etc.
· Core network information
· PDU session information on current QoS. 
· Network load. 
· Network resources.
· Analytics information.
· 3rd Party Information
· Weather information.
· Rainfall, fog/visibility level, etc.
· Coverage information.
· Coverage map with additional information e.g. average data rates per geo-area.
· Road traffic information 
· Traffic congestion level, etc.
· Road infrastructure information
· Road topology.
· Tunnel locations and lengths.
· Road conditions.
· Road work plans.
· Traffic signs.
· Traffic light status.
· Analytics information. 
· Historic data on handover failure rate.
· Radio link failure.
· Number of rejected PDU sessions.
· Event-based information.
· E.g., sportive event in a certain location at a certain time.
B.2.2 - Prediction feedback information

Once the PF has gathered the information useful to perform the prediction, it provides a feedback to the V2X application. The information categories to be considered in the feedback are listed in Table B-2. Such information can be considered as delivered from the PF to the V2X application either during phase 1 in the establishment of QoS Prediction or during phase 2 as a continuous update of prediction capabilities.

[bookmark: _Ref517987741]Table B-2. Prediction feedback information exchanged for QoS Prediction.
	Information group
	Information Category
	Information Source
	Information Destination

	OEM
	Achievable QoS
	Network (PF)
	V2X Application


For the information category listed in Table B-2, the relevant components can be detailed as but not limited to:
· OEM
· Achievable QoS 
· QoS predicted parameter
· E.g., Packet Delay Budget (PDB), Packet Error Rate (PER), Guaranteed Flow Bit Rate (GFBR) for UL and DL. More details about such QoS parameters can be found in [1]. Among other examples of QoS predicted parameters, an instantaneous achievable throughput for downlink is mentioned in Annex C.
· QoS predicted value 
· This can represent either a feasible/expected value (in this case exchanged during the phase 1 of establishment and capability exchange) or a predicted change of value (in this case exchanged during the phase 2 of continuous update). 
· Time Horizon
· Possible interpretations for time horizon are Prediction Effective Time (PET) and Prediction Time Interval (PTI).
· Prediction Accuracy.
B.3 - Reference
[1] [bookmark: _Ref517984577]3GPP, TS 23.501 V15.2.0, Technical Specification Group Services and System Aspects; System Architecture for the 5G System; Stage 2 (Release 15).




C. Annex C - Monitoring tools 
[bookmark: DocumentFor]In order to achieve network QoS prediction, an important and mandatory aspect to consider is to collect data as a first step. A description of different Monitoring tools is given below for this purpose.

C.1 - Monitoring Tools

This chapter provides a brief overview of possible monitoring tools used for network QoS supervision and data collection essential for any QoS Prediction function in C-V2X.
A recent research study [1] demonstrated that Machine Learning techniques could enable the prediction of an instantaneous achievable throughput for a given user thanks to different metrics previously collected.
An important point to highlight is that the prediction accuracy of the model is greatly improved when combining input data coming from both UE and RAN perspective. A non-exhaustive list of possible KPIs used for a Machine Learning prediction and mentioned in [1] is depicted in the table below:

Table C-1: KPI collected at UE and network level beneficial for Machine Learning models

	KPI collected at UE Radio level 

	KPI Name
	Definition

	
	RSRP
	Reference Signal Received Power

	
	RSSI
	Received Signal Strength indicator

	
	RSRQ
	Reference Signal Received Quality

	
	Cell-ID
	Cell Identifier (to which the UE is attached)



	KPI collected at Network Cell level 




	KPI Name
	Definition

	
	BLER
	Block Error Rate of the cell

	
	CSSR
	Connection Setup Success Rate of the cell corresponding to a Radio Resource Control (RRC) setup success rate.

	
	Average number of users
	Average number of users in the cell during the time period observation.

	
	Average User throughput
	Average throughput per user in the cell during the time period observation.

	
	Cell-ID
	Cell Identifier (to which the UE is attached)


Other KPIs could be certainly captured in order to improve the model accuracy and the next sub-chapters below give an insight of possible monitoring tools used to collect data from either UE or Network perspective. 
For UE perspective:
· Embedded agents and crowdsourcing techniques
· MDT (Minimization of Drive Tests) 3GPP feature [3]
For Network perspective:
· Network Management System (NMS) KPIs and network probes

C.1.1 - Embedded Agents

An example of an embedded agent is when an application hosted on a UE collects some radio layer information such as the KPIs presented in the previous chapter through specific Application Programming Interfaces (APIs) and pushes the results to some network server data base as well as possibly specific service information. This is referring to a crowdsourcing technique commonly used by OTT service providers. 
Of course a C-V2X stakeholder could use this technique as well to collect data coming from his own vehicles but the challenge will be then to collect massively data coming also from all other UEs in order to draw an accurate real time map of current network QoS of a given MNO and enable an efficient QoS prediction. 
An embedded agent is a powerful tool that could provide useful data specifically if the application footprint is large enough but there is a caveat: depending on the Mobile OS used, the radio layer information could be limited or its access not granted at all to the application layer. 
An alternative to this technique to collect radio level information from UEs is described in the next chapter.

C.1.2 - Minimization of Drive Tests

Drive Tests are generally performed or supervised by MNOs when deploying new sites or upon a periodic base in order to support the radio access network design and network optimization plans.
Minimization of Drive Tests (MDT) is a 3GPP feature that reduces the number of required Drive Tests by allowing a MNO to receive measurement reports from several subscribers’ terminals in order to check the radio coverage and some QoS indicators. Among many other examples it could be used to assist troubleshooting on located problems like for instance persistent dropped calls, a cross-feeders detection or simply to draw a real time map for traffic and coverage from the UE’s perspective.
Legacy Drive tests could still be used in parallel to MDT thanks to a dedicated software trace tool aiming to collect more detailed information and perform different service tests. However the scope may differ between both approaches. Traditional Drive Tests are more convenient when a deep investigation is required to solve QoS issues on a given location and given service whereas MDT could massively collect real time data (5min granularity) coming from several instances of commercial equipment and in a more efficient and automatic way.
Data collection for UEs is supported for both idle and connected states. UEs need to have location services enabled (GPS) in order to provide coordinate information; otherwise others methods have to be used to assess the location.
The MDT data reported from UEs and the RAN may be used to monitor and detect coverage problems in the network. Some examples of use cases of coverage problem monitoring and detection are described in the following:
-	Coverage hole: A coverage hole is an area where the signal level SNR (or SINR) of both serving and allowed neighbor cells is below the level needed to maintain basic service (SRB & DL common channels), i.e. coverage of PDCCH. Coverage holes are usually caused by physical obstructions such as new buildings, hills, or by unsuitable antenna parameters, or just inadequate RF planning. A UE in a coverage hole will suffer from call drop and radio link failure. Multi-band and/or Multi-RAT UEs may go to other network layers instead. 
-	Weak coverage: Weak coverage occurs when the signal level SNR (or SINR) of serving cell is below the level needed to maintain a planned performance requirement (e.g. cell edge bit-rate).
It may be also used to verify Quality of Service, assess user experience from RAN perspective, and to assist network capacity extension. Use cases are described in the following:
-	Traffic Location: MDT functionality to obtain information of where data traffic is transferred within a cell.
-	User QoS Experience: MDT functionality to assess the QoS experience for a specific UE together with location information. More specifically the QoS KPI are:
- 	Data Throughput measurements can be collected, aiming to reflect QoS for bandwidth limited traffic.
-	For E-UTRA, Data Loss and Latency measurements can be collected, aiming to reflect QoS for conversational traffic.
The different MDT measurement attributes coming from [3] are summarized in the table below:

Table C-2: MDT measurement attributes table coming from [3]
	MDT measurement 
name
	Measurement 
attribute name(s)
	Measurement attribute definition
	Notes

	M1
	RSRPs
	List of RSRP values received in RRC measurement report. One value per measured cell.
	TS 32.422
TS 37.320

	
	RSRQs
	List of RSRQ values received in RRC measurement report. One value per measured cell.
	TS 32.422
TS 37.320

	
	PCIs
	List of Physical Cell Identity of measured cells. The order of PCI values in the list should be the same as the corresponding measured values in the RSRPs and RSRQs attributes.
	TS 36.331

	
	Triggering event
	Event that triggered the M1 measurement report, used only in case of RRM configured measurements (events A1, A2, A3, A4, A5, A6, B1 or B2)
	TS 32.422
TS 37.320

	M2
	PH distr 
	Distribution of the power headroom samples reported by the UE during the collectionperiod. The distribution is the interval of [40; -23] dB.
	TS 36.213
TS 32.422
TS 37.320

	M3
	RIP distr
	Distribution of the measured Received Interference Power samples obtained during the collection period. The distribution is in the interval of [-126, -75] dBm.
	TS 36.133
TS 32.422
TS 37.320

	M4
	UL volumes
	List of measured UL volumes in bytes per E-RAB. One value per E-RAB.
	TS 32.422
TS 37.320

	
	DL volumes
	List of measured DL volumes in bytes per E-RAB. One value per E-RAB.
	TS 32.422
TS 37.320

	
	QCIs
	List of QCIs of the E-RABs for which the volume and throughput measurements apply. The order of QCI values in the list should be the same as the corresponding measured values in the UL volumes and DL volumes attributes.
	TS 32.422
TS 37.320

	M5
	UL Thp Time
	Throughput time used for calculation of the uplink throughput (per UE).
	TS 36.314
TS 32.422
TS 37.320

	
	UL Thp Volume
	Throughput volume used for calculation of the uplink throughput (per UE).
	TS 36.314
TS 32.422
TS 37.320

	
	UL LastTTI Volume
	Volume transmitted in the last TTI and excluded from throughput calculation in the uplink.
	TS 36.314
TS 32.422
TS 37.320

	
	DL Thp Times
	List of throughput times used for calculation of the downlink throughput (per E-RAB). One value per E-RAB.
	TS 36.314
TS 32.422
TS 37.320

	
	DL Thp Volumes
	List of Throughput volumes used for calculation of the downlink throughput (per E-RAB). One value per E-RAB.
	TS 36.314
TS 32.422
TS 37.320

	
	QCIs
	List of QCIs of the E-RABs for which the volume and throughput measurements apply. The order of QCI values in the list should be the same as the corresponding measured values in the DL Thp Volumes and DL Thp Times attributes.
	TS 32.422
TS 37.320

	
	DL Thp Time UE
	Throughput time used for calculation of the downlink throughput (per UE).
	TS 36.314
TS 32.422
TS 37.320

	
	DL Thp Volume UE
	Throughput volume used for calculation of the downlink throughput (per UE).
	TS 36.314
TS 32.422
TS 37.320

	
	DL LastTTI Volume
	Volume transmitted in the last TTI and excluded from the throughput calculation in the downlink (per UE).
	TS 36.314
TS 32.422
TS 37.320



In addition to the MDT 3GPP feature already specified in [3], it is worth to mention that an ongoing 3GPP SI described in [6] about “RAN-centric Data Collection and Utilization for NR” could be directly used for the purpose of QoS prediction as already mentioned explicitly in the SI scope: “Furthermore, use of machine learning to predict future QoS would be beneficial for V2X and it may require special L1/L2/RRM reporting for that.”

[bookmark: _Toc475465204]C.1.3 - Network Management System KPIs and network probes

The 3GPP specifications TS 32.450 [4] and TS 32.425 [5], provide a framework on all network performance measurements coming from the Network Management System (NMS) by collecting raw counters of network events, typically aggregated over a period of a fifteen minutes.
Among many KPIs that could be collected from the NMS, the ones already mentioned in the chapter C.1 are a good start for a QoS prediction model according to previous results dealing with Machine Learning and showed in [1]:
KPI per Cell-Id:
· BLER
· CSSR
· Average number of users
· Average User throughput
The specification [4] gives also some KPI definitions that could be certainly useful for the same scope:
Key Performance Indicators (KPI) for E-UTRAN:
· E-UTRAN IP Throughput.
· E-UTRAN IP Latency
· E-UTRAN Cell Availability
· E-UTRAN Mobility
Alternatively the [5] specification gives also some KPI that could be used for the same purpose.
For instance some Cell level radio bearer QoS related KPIs for Downlink are given below in a non-exhaustive list:
· Average DL cell PDCP SDU bit-rate
· Maximum DL cell PDCP SDU bit-rate
· Average number of active UEs on the DL
· DL PDCP SDU drop rate
· DL PDCP SDU air interface loss rate
· Average DL PDCP SDU delay
The Uplink measurements are also defined in [5] with other KPIs possibly useful for machine learning models.
Additionally, network probes on either the control or user plane interfaces could be used as well in complement to the NMS in order to retrace specific Call Data Record (CDR) or provide macro statistics relevant for a QoS prediction.
For instance some network probes could be used on the SGi or N6 interface with a passive DPI (Deep Packet Inspection) solution aiming to provide statistics on different internet usages and some information like the amount of traffic and average rates for each customer and each application type. Some additional information concerning QoS for some sensible services like for example on VoIP could be provided too: packet loss, not sequenced packets and jitter on both ways.
Finally the network probes plugged onto the Control plane interfaces, usually used for some RAN problem troubleshooting (like HO failures and call drop causes analysis for instance) could provide an added value information and some hint for a QoS prediction function too. 
For instance these values below of some captured CDR Fields could be relevant for a QoS failure analysis and may be involved in machine learning models: 
· Last Event: Event that closed the CDR like EPS Bearer rejected
· Cause: Cause of CDR closure like No Resource available
· Final State: final state like Attach or Routing_Area_update.
C.2 - Reference
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