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1
Rationale and Proposal

We have a Key Issue for Architectural support for highly reliable deployments. In Rel-15, enablers were introduced for AMF reliability allowing also dynamic runtime load balancing and dynamic runtime load re-balancing. AMF Set was a key concept enabling scalability up to n AMFs within an AMF Set. We propose to introduce the Set concept also for other 5GC NFs – SMF, PCF, AUSF, UDM, NRF, NEF etc.

2
Proposed modification

It is proposed to modify TS 23.742 as follows:

* * * * Start Change * * *.*
6.x
Solution #X: NF/NF services Reliability

6.x.1
Introduction

In Rel-15, enablers were introduced for AMF reliability allowing also dynamic runtime load balancing and dynamic runtime load re-balancing. AMF Set was a key concept enabling scalability up to n AMFs within an AMF Set. We propose to introduce the Set concept also for other 5GC NFs and standalone 5GC NF Services that are introduced as part of this TR.

The Concept of NF/NF Services reliability should work irrespective of whether UDSF is deployed or not. Furthermore, concept of NF/NF Services reliability should work irrespective of whether UDSF is used as a primary storage or secondary storage.
6.x.2
High-level Description
It is proposed to introduce the concept of NF/NF Services Set for all 5GC NFs/NF Services. The NF/NF Services instances within a given NF/NF Services Set are expected to have access to the same storage layer (e.g. UDSF and when UDSF is deployed). Thus, in principle, any NF/NF Services instance within an NF/NF Services set should be able to process the UE transaction as it has access to UE context. The NF/NF Services instances within a given NF/NF Services Set share the following characteristics:

1) NF/NF Service instances support the same network slice(s). For instance, {NF/NF Service1, NF/NF Service2, NF/NF Service3} in a given Set supports the same IoT slice.
2) NF/NF Service instances have access to the same storage layer (e.g. UDSF and the UDSF is deployed) that is geographically close. For instance, {NF/NF Service1, NF/NF Service2, NF/NF Service3} in a given Set supporting the same IoT slice have access to the same UDSF instance.
3) NF/NF Service instances may also be geographically close to access to the same storage layer (e.g. UDSF and the UDSF is deployed).

4) Peer (NF Service Consumer) NF/NF Service instance should be able to select any NF/NF service instance from NF/NF Service Set of NF Service Provider for forwarding a transaction targeted for a given UE.
5) The Set of equivalent NF/NF Service Instances may be identified by a common “NF/NF Service Set ID”.
Following characteristics apply for specific 5GC NFs that are specified in TS 23.501[xx]:
· In case of SMF, SMFs within the SMF Set can access the same UPFs. This is to allow any SMF within the SMF Set to be selected when user plane traffic is ongoing for a given UE for a certain PDU Session. This is explained with an example below. In a certain network, not all SMFs are able to connect to all UPFs e.g. for domain reasons.
1) SMF1, SMF2, SMF3 – can connect only to UPF1, UPF2, UPF3

2) SMF4, SMF5, SMF6 – can connect only to UPF4, UPF5, UPF6
UE has PDU sessions with UPF1 as PDU Session Anchor; Now, if the SMFs have to be stateless and we want the ability to select any SMF for processing a transaction for a given UE/PDU Session, then it should be able to possible to select any of the SMFs but at the same time it needs to be ensured that they are selected from set of {SMF1, SMF2, SMF2}. 
· Editor’s note: the solution can be updated to adopt standalone NF/NF Services depending on the outcome of the architecture decided for FS_eSBA.
6.X.3
Illustrated Procedures

Editor's note:
This clause describes related high-level procedures for the solution.
6.X.4
Impacts on existing NFs, NF services and interfaces

Editor's note:
This clause describes impacts to existing services and interfaces.

6.X.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

6.y
Solution #y: 5GC Reliability
6.y.1
Introduction

In Rel-15, different concepts have been adopted for reliability in various NFs. Its proposed to provide further possibilities to enhance the reliability in Rel-16. This solution proposes to define a Services Instance Set concept that can support high reliability and also has potential to improve other aspects of the 5GC architecture.

The solutions for reliability should work irrespective of whether UDSF is deployed or not. 

6.y.2
High-level Description

It is proposed to introduce the concept of Service instance Set for 5GC. The Service instances within a given Service instance Set are expected to have access to the same data sets in a data storage entity e.g. UDSF. Thus, in principle, any Service Instance within a Service Instance set should be able to process UE transactions as it has access to UE context. 

Following are the key principles for Service Instance Sets:

· A Set of the same service instances.

· All Service instances in a Set can access the same data storage e.g. UDSF.
· Editor’s note: how this relates to solution in 6.x. is FFS.
6.y.3
Illustrated Procedures

Editor's note:
This clause describes related high-level procedures for the solution.
6.y.4
Impacts on existing NFs, NF services and interfaces

Editor's note:
This clause describes impacts to existing services and interfaces.

6.y.5
Evaluation

Editor's note:
This clause provides an evaluation of the solution.

* * * * End Change * * *.*
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