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1
Proposal
This document proposes solutions to the following issues:
-
Issues related to UE reachability and state mismatch: #1, #3, #6, #15.

-
MME load rebalancing #13.
-
PLMN selection #17.
For reader’s convenience the description of issues #1, #3, #6 and #15 are copied here:

5.1
Issue #1: RAN paging failure, potential CN impact

Editor's note: Corresponds to issue #1 in S2-170698 [A.1].
From CT1 LS (C1-165447): The paging function is moved down from the MME to the eNB and in case of RAN paging failure, whether MME needs to be involved for the re-paging is unclear, considering there is no paging monitor timer running at the MME. The solution shall determine whether MME needs to be involved for the re-paging. 

In addition, e.g. at RAN paging failure, when paging assistance from the MME is requested by the RAN, whether the data and signalling buffered in the RAN shall be transferred back to the CN and how it is done shall be studied. 

Moreover, the solution shall determine whether S1 should be released when the eNB notifies the MME of a RAN paging failure.

5.3
Issue #3: Potential CN impact for extended out of coverage: implicit detach, etc.

Editor's note: Corresponds to issue #3 in S2-170698 [A.1].
This issue will address the case that UE is out of coverage for a long time and how to synchronize the status between UE and CN and how to perform the implicit detach in CN.
5.6
Issue #6: UE Reachability

Editor's note: Corresponds to issue #6 in S2-170698 [A.1].
From CT1 LS (C1-165447): The UE reachability function is moved down from the MME to the eNB and in case of UE goes out of coverage, how MME to handle this is unclear, considering there is no UE reachable timer and implicit detach timer running at the MME.

The solution shall describe how, after a delivery failure, the MME can notify the applications (possibly 3rd party applications) which have subscribed to UE reachability that the UE became reachable again.

5.15
Issue #15: Mismatch of states: UE in CONNECTED LC and NW in IDLE

Editor's note: Corresponds to issue #15 in S2-170698 [A.1].
This issue will address how to handle the mismatch of states: with the CN considering the UE in ECM-IDLE and UE being in ECM-CONNECTED Light RRC Connection.

#################### START CHANGE IN TR 23.723 #########################
5
Solutions 

Editor’s note: This clause will contain a list of potential solutions to the identified issues. Solutions that address more than one issue are encouraged.
5.a
Solution #a: UE reachability handling
5.a.1
Description

This solution solves the issue identified in clause 4.1 as issue 1, 3, 6 and 15. The initial analysis in S2-170698 is as follows:
	1) RAN paging failure, potential CN impact [CT1]
	 Depending on RAN output 
	YES, in RAN
	[HW] RAN performs paging retry, after persistent error releases S1 connection with some indication and sends the NAS PDU to CN.
	RAN performs paging retry, after persistent error and based on local configuration need to release S1 connection and MME locally turns the UE's context to EMM-IDLE, normal reachability follows. Before releasing S1 connection RAN sends NAS NON DELIVERY NOTIFICATION to CN

UE remains in light connected in this scenario
(SA2 expects legacy behaviour from CN)

SA2 does not expect that MME will page the UE as the result of the above

RAN is expected to have a periodic Update procedure that is lesser or equal to the pTAU timer

RAN to decide final solution with SA2 input

	3) Potential CN impact for extended out of coverage: implicit detach, etc.
	 NO handled in RAN.
	YES, in RAN 
	[QC], [VDF] [IN] [HW]: use of periodic RAN update. Otherwise, release connection, then idle mode timers apply in CN.

This also covers paging reachability monitoring at RAN brought up in [ER]
	RAN is expected to have a periodic Update procedure that is lesser or equal to pTAU timer

RAN to decide final solution

	6) UE Reachability [NK]: how does the CN know when UE is reachable or not under Light Connection?
	NO, not an issue.
	No need
	
	The S1 release and Periodic Area Update (PAU) in issue 1 will solve this issue



	15) Mismatch of states: UE in CONNECTED LC and NW in IDLE. [VDF]
	NO
	No, but RAN is solving it.
	
	RAN is considering UE to receive both RAN and CN paging (S-TMSI and IMSI), this solves this mismatch. When UE receives the CN paging it knows it has to move to idle and start idle mode procedures.

RAN to decide final solution with SA2 input


The solution is:

When in Light RRC Connection the UE performs periodic RAN paging area update, as stated in the 36.300 CR in R2-172424 [A.5].
If the UE does not respond to RAN paging (e.g. this can happen when UE is out of coverage for short period of time, shorter that the periodic RAN paging area timer):
-
the eNB may attempt paging retry. Paging retry is not specified and the paging retry strategy is implementation-dependent.

-
after persistent RAN paging error and based on local configuration:
-
if eNB has any pending NAS PDUs for transmission, the eNB sends NAS NON DELIVERY NOTIFICATION to CN and releases the S1 connection, as described in solution #X.
-
if eNB has no pending NAS PDUs for transmission, the eNB silently discards the buffered data. No notification is sent to the CN.
In the case where S1 is released upon RAN paging failure there is a temporary state mismatch, the UE context in MME being in EMM-IDLE state, whereas the UE is in Light Connection:

-
From CN perspective normal reachability follows (i.e. activation of UE Reachability timer).
-
If CN needs to page the UE during the state mismatch, and if the UE is in coverage, the UE will be able to respond because in Light Connection the UE accepts paging with both Resume ID and with S-TMSI. If paged with S-TMSI, the UE transitions to Idle state and responds in the same way as if it were paged in Idle state. This is captured in the 36.331 CR in R2-172421 [A.2] as follows:
2>
if the ue-Identity included in the PagingRecord matches one of the UE identities allocated by upper layers:
2>
perform the actions upon leaving RRC_CONNECTED as specified in 5.3.12, with release cause 'other';

3>
forward the ue-Identity and the cn-Domain to the upper layers;

Upon UE’s response to paging the state mismatch is terminated.
-
In absence of paging, the state mismatch is terminated upon the periodic RAN paging area update timer expiry. Namely, upon this timer expiry UE will attempt the periodic RAN paging update procedure and will fail. According to the 36.331 CR [X2] the UE will “perform the actions upon leaving RRC_CONNECTED as specified in 5.3.12, with release cause 'RRC connection failure'”.

If the UE goes out of coverage for a longer period of time (e.g. longer than the periodic RAN paging area timer):

-
From UE perspective, upon periodic RAN paging area update timer expiry the UE will attempt the periodic RAN paging update procedure and will fail. As explained above, UE will move to Idle state. As NAS is informed about the transition to Idle, regular NAS procedures for Idle mode will be attempted by the UE.
-
From eNB perspective, upon periodic RAN paging area update timer expiry the eNB releases the S1 connection, driving the UE context in the MME in ECM-IDLE state.
-
From CN perspective upon eNB release of the S1 connection, normal reachability follows (i.e. activation of UE Reachability timer).
5.a.2
Impacts on existing nodes and functionality
Editor's note: Capture impacts on existing 3GPP nodes and Functional elements (e.g. UE, MME, eNB, S-GW, P-GW, etc.).

UE

- 
When in LC the UE performs periodic RAN paging area update.
-
While in LC the UE is reachable for paging using either Resume ID or S-TMSI.
-
Upon periodic RAN paging area update failure the UE transitions to ECM-IDLE.
eNB

- 
When in LC the eNB uses a guard timer for the periodic RAN paging area update. Upon this timer’s expiry the eNB releases the S1 connection.
-
Upon RAN paging failure (possibly involving paging retry) the eNB either releases the S1 connection (case with buffered NAS PDUs) or silently discard the user plane data (case with no buffered NAS PDUs).
5.a.3
Solution Evaluation

Editor's note: Use this clause for evaluation at solution level.
The impact of this solution is already covered in the RAN2 CRs [A.2] and [A.5].
5.b
Solution #b: MME load balancing
5.b.1
Description

This solution solves the issue identified in clause 4.1 as issue 13. The initial analysis in S2-170698 is as follows:
	13) MME load re-balancing “what does the eNB do when the UE is in light connected state when the MME releases the S1 connection with release cause "load balancing TAU required" since there is no RRC connectivity?” [NK]
	YES
	NO, but can be solved within RAN.
	
	For any NW initiated RRC procedure, the eNB will bring the UE to regular connected by doing RAN paging, and then performing the RRC procedure. 

For RRC connection release, the RAN can page the UE and then provide the RRC connection release message. 

RAN to decide final solution with SA2 input

MME strategy for load balancing is impacted

SA2 to decide


The solution is:

When the MME releases the S1 connection with release cause “load balancing TAU required” while UE is in LC state:

-
the eNB performs RAN paging to bring the UE in RRC_CONNECTED state.

-
after UE responds to RAN paging the eNB releases the RRC connection with release cause “load balancing TAU required”.
Whether the access stratum procedure is embedded within the S1 release procedure or not is up to RAN3 to determine.
5.b.2
Impacts on existing nodes and functionality
eNB

- 
Upon S1 release with “load balancing TAU required” cause the eNB performs RAN paging to bring the UE in RRC_CONNECTED state and then releases the RRC connection with the “load balancing TAU required” cause.

5.b.3
Solution Evaluation

Editor's note: Use this clause for evaluation at solution level.
No impact on SA2 specifications.
RAN3 to determine whether the access stratum procedure is embedded within the S1 release procedure or not.
5.c
Solution #c: Background scan for higher priority PLMNs
5.c.1
Description

This solution solves the issue identified in clause 4.1 as issue 17. The initial analysis in S2-170698 is as follows:

	17) PLMN selection in LC [QC/VDF]
	Potentially.


	YES [QC]
	[QC] proposal is to not enable

[Others] Prefer to enable PLMN selection when the UE is in RRC_CONNECTED with Light Connection
	CT1 to decide (potentially need to also liaise with SA1)


According to the 36.304 CR in R2-172422 [A.3]:
-
"The Idle Mode procedures defined in this specification are also applicable for a UE in light RRC connection unless specified otherwise."
This means that background scan for higher priority PLMN can also be performed while the UE is in LC state.
On the other hand, the CT1 CRs submitted to CT#75 [A.6, A.7, A.8], while allowing the UE to indicate its LC support to the VPLMN, do not contain any NAS procedure details corresponding to the case where UE finds a higher priority PLMN.
The solution is:

If the UE in LC state, while performing background scan for higher priority PLMNs, finds such a PLMN:

-
the UE performs a Tracking Area Update on that PLMN.
-
this will lead to either inter-PLMN TAU or to Attach, depending on whether context fetch is possible across the PLMN boundary.
5.c.2
Impacts on existing nodes and functionality
UE
- 
While in LC state the UE performs background scan for higher priority PLMN.
-
When a higher priority PLMN is found the UE performs TAU on that PLMN.
-
UE AS needs to inform the NAS about moving in and out of LC state.
5.c.3
Solution Evaluation

Editor's note: Use this clause for evaluation at solution level.
No additional Stage 2 functionality has been identified to support background scan for higher priority PLMNs in Light Connection.
#################### END OF CHANGES #########################
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