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Abstract of the contribution: This contribution discusses the network topology consideration for the network deployment.
1 Discussion
1.1 Problem Statement
On the SA2#120 meeting, there are several contributions discussing the network topology issue, e.g. S2-171870/1871/ 1750.  
For the AMF it seems common understanding that AMF may only be accessed from a limited RAN entity. So the main issue to be considered is on the SMF and UPF: 
1) Can we guarantee the full mesh connectivity between the gNB and UPF?
2) Can we guarantee the full mesh connectivity between the SMF and UPF? 
1.2 Connection between RAN and UPF
In 4G, it has been agreed that the full mesh network between the eNBs and SGW-U is not guaranteed. See the following text from TS23.214:
“it cannot be assured that there is "full mesh" IP connectivity between the eNBs and the SGW-U function outside the SGW-U Service Area”
The main reason which may forbid full IP connectivity is that for one PLMN the RAN network may be planed as several isolated autonomous domains due to the amount of RAN node. This does have some benefit, e.g. for the RAN node IP address allocation and management. In 5G network the amount of gNB is expected to be at the same granularity or more than the eNB due to its smaller coverage. As such similar network plan should be considered. 
Another consideration is that it is still required that E-UTRAN should be able to connect to 5GC (option 7). So the existing E-UTRAN network plan need be supported.
Per above consideration, we see the same assumption in 5G network stands, i.e. the full mesh IP connectivity between 5G RANs and UPF is not mandatory. This does not forbid that the anchor UPF can still serve the UE if the UE move to the area where the related RAN have not connection to the anchor UPF as one intermediate UPF can bridge them.
Proposal 1: It is proposed to add a UPF N3 service area definition “A UPF N3 Service Area is defined as an area within which the UPF have a direct N3 connection to the (R)AN nodes. The UPF N3 Service Area consists of one or more Tracking Areas.”
1.3 Connection between SMF and UPF
Due to the mobility, one new UPF(Intermediate UPF) may need be inserted into the path after the PDU establishment: 
· Bridge connection: the RAN may be impossible to connect to the original UPF. A new UPF need be inserted into the path to bridge the anchor UPF and RAN. 
· Offloading consideration: the network may want to insert a UL-CL or BPF UPF to offload UE traffic, e.g. local traffic. 
If the SMF can manage all UPFs within a PLMN it will simplify the procedures, e.g., only the UPF insertion/removal procedure need be considered for the above cases. However there are several issues which may forbid this assumption: 
· Business model issue: In some big country (e.g. in China), the operator is divided into several autonomous business body, i.e. similar as different “operators”. Each “operator” manages their network independently. This assumption may break the current business model.
· UPF complexity issue: If one UPF can be managed by only one SMF, it is no doubt that the handling will be mush easier than one UPF can be controlled by multiple SMF, e.g. for UPF selection, UPF load balancing, UPF managing, etc. So do we need forbid some simple UPF, e.g. UL-CL, which can only be controlled by one SMF or not?
Per above discussion, we conclude that it should not be mandated that UPF is controlled by any SMF in one PLMN. 
Proposal 2: Full mesh connectivity between the UPF and SMF within one PLMN is not mandated.
If a PDU session is served by 2 UPFs, according to proposal 2, it is possible that one SMF cannot control these 2 UPFs. Hence, evening in one PLMN a PDU session may include multiple UPFs that are controlled by different SMFs.
Proposal 3: In one PLMN a PDU session may include multiple UPFs that are controlled by different SMFs.
1.4 Alternative Solutions to enable multiple SMF per PDU session
According to proposal 3, a PDU session may include multiple UPFs that are controlled by different SMFs, and then what are the relationships of SMFs? 
Solution 1
One alternative solution is to reuse the one similar as roaming architecture, as shown in figure 1:


Figure 1 Intermediate SMF located between AMF and anchor SMF
In figure 1, an intermediate SMF is introduced in the control plane path between the AMF and the anchor SMF. The intermediate SMF controls the intermediate UPF(s), while the anchor SMF controls the anchor UPF. The anchor SMF interfaces with UDM and PCF, and interfaces with AMF via the intermediate SMF. The intermediate SMF is optional, and it is added in the path only when it is needed. During mobility procedures, the intermediate SMF may need to be inserted, removed, or relocated from the PDU session controlling path. The intermediate SMF interfaces with Anchor SMF via Nxy reference point.
In figure 1, the architecture looks similar to that of roaming home routed architecture; however, they are a bit different. 
· In home routed scenario, AMF decides whether to select H-SMF based on subscription data, and the V-SMF is always selected. 
· In this solution, AMF selects the anchor SMF, but AMF may not need to select an intermediate SMF during initial PDU session establishment. AMF decides whether to select the intermediate SMF based on UE location, the SMF/UPF deployment topology, and other factors, e.g. whether the UL-CL is needed.  
This solution has some disadvantages: 
· During PDU session establishment, AMF has no enough information to select a proper intermediate SMF. The intermediate SMF selected by AMF may not satisfy the requirements of the PDU session. That will require reselection of intermediate SMF, and complicate the procedures.
· During Handover, to enable efficient intermediate SMF selection, AMF needs to store PDU session related parameters, e.g. DNN, S-NSSAI, Indication of whether ULCL or multihoming needs to be supported, etc. 
· If UL-CL/multihoming is enabled after the PDU session is established, it will complicate the procedure if the SMF selection is always by AMF (SMF first sends ULCL indication to AMF, and AMF selects intermediate SMF, etc.).
This solution couples the SM and MM. AMF needs to re-select intermediate SMF during UE mobility, and hence needs to know the topology of SMF/UPF.
Solution 2
Another alternative is that SMF interacts with AMF and selects intermediate SMF when needed. See figure 2.


Figure 2
In this solution, the intermediate SMF which manages the intermediate UPF(s) is selected by anchor SMF. When UE moves, the anchor SMF decides whether intermediate SMF needs to be inserted/relocated/removed. 
The intermediate SMF only supports a subset of functions of SMF in this architecture, i.e. the controlling of UPF including UPF selection, user plane path configuration in UPF, etc.
This solution have the following advantages:
· AMF does not need to be aware of the topology of how SMF/UPF is deployed, whether intermediate SMF is needed, or relocated, etc.
· AMF only selects anchor SMF, and interfaces with SMF which will not be changed during the life time of the PDU session, that means AMF does not need to be involved for session management. This enables cleaner MM/SM split.
· SMF has enough information to choose intermediate SMF that will satisfy the requirements of the PDU session since it has UE’s subscription data and policy from PCF, and full understanding of SM NAS.
· Consistent procedure for initial PDU session establishment, UE mobility, and addition of UL-CL after PDU session establishment.
Proposal 4: Solution 2 is proposed to support the scenario “A PDU session includes multiple UPFs that are controlled by different SMFs”.
2	Proposal
It is proposed to agree on the proposed changes to TS 23.501.

[bookmark: _Toc476030860]*************** Start of changes *********************
[bookmark: _Toc480388452]3.1	Definitions
For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].
5G Access Network: An access network comprising a 5G-RAN and/or non-3GPP AN connecting to a 5G Core Network.
5G Core Network: The core network specified in the present document. It connects to a 5G Access Network.
5G QoS Flow: The finest granularity for QoS forwarding treatment in the 5G System. All traffic mapped to the same 5G QoS Flow receive the same forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different QoS forwarding treatment requires separate 5G QoS Flow.
5G QoS Indicator: A scalar that is used as a reference to a specific QoS forwarding behaviour (e.g. packet loss rate, packet delay budget) to be provided to a 5G QoS Flow. This may be implemented in the access network by the 5QI referencing node specific parameters that control the QoS forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.).
5G-RAN: A radio access network that supports one or more of the following options with the common characteristics that it connects to 5GC:
1)	Standalone New Radio.
2)	New Radio is the anchor with E-UTRA extensions.
3)	Standalone E-UTRA.
4)	E-UTRA is the anchor with New Radio extensions.
Editor's note:	The definition will be revisited after RAN decision on 5G-RAN.
5G System: 3GPP system consisting of 5G Access Network (AN), 5G Core Network and UE.
Allowed NSSAI: an NSSAI provided by the serving PLMN during e.g. a registration procedure, indicating the NSSAI allowed by the network for the UE in the serving PLMN for the current registration area.
Allowed area: Area where the UE is allowed to initiate communication as specified in clause 5.3.2.3.
Configured NSSAI: an NSSAI that has been provisioned in the UE.
DN Access Identifier (DNAI): For a DNN, Identifier of a user plane access to the DN.
Forbidden area: An area where the UE is not allowed to initiate communication as specified in clause 5.3.2.3.
Initial Registration: UE registration in RM-DEREGISTERED state as specified in clause 5.3.2.
Local Area Data Network: a DN that is accessible by the UE only in specific locations, that provides connectivity to a specific DNN, and whose availability is provided to the UE.
Mobility pattern: Network concept of determining within an NF the UE mobility parameters as specified in clause 5.3.2.4.
Mobility Registration update: UE re-registration when entering new TA outside the TAI List as specified in clause 5.3.2.
Network Function: A 3GPP adopted or 3GPP defined processing function in a network, which has defined functional behaviour and 3GPP defined interfaces.
NOTE 2:	A network function can be implemented either as a network element on a dedicated hardware, as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Slice: A logical network that provides specific network capabilities and network characteristics.
Network Slice instance: A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice.
NF service: a functionality exposed by a NF through a service based interface and consumed by other authorized NFs.
NF service operation: An elementary unit a NF service is composed of.
Non-allowed area: Area where the UE is allowed to initiate registration procedure but no other communication as specified in clause 5.3.2.3.
Non-seamless Non-3GPP offload: The offload of user plane traffic via non-3GPP access without traversing either N3IWF or UPF.
PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a Data Network.
PDU Session: Association between the UE and a Data Network that provides a PDU connectivity service. The type of association can be IP, Ethernet or unstructured.
Periodic Registration update: UE re-registration at expiry of periodic registration timer as specified in clause 5.3.2.
Requested NSSAI: the NSSAI that the UE may provide to the network.
Service based interface: It represents how the set of services provided/exposed by a given NF.
Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point change.
Session Continuity: The continuity of a PDU session. For PDU session of IP type "session continuity" implies that the IP address is preserved for the lifetime of the PDU session.
UPF N3 Service Area: A UPF N3 Service Area is defined as an area within which the UPF have a direct connection to the (R)AN entities. The UPF N3 Service Area consists of one or more Tracking Areas.
Uplink Classifier: UPF functionality that aims at diverting Uplink traffic, based on filter rules provided by SMF, towards Data Network.

[bookmark: _Toc476030867]*************** 2nd of changes *********************
[bookmark: _Toc480388459]4.2.3	Non-roaming reference architecture
Figure 4.2.3-1 depicts the non-roaming reference architecture with service-based interfaces within the Control Plane.


Figure 4.2.3-1: 5G System Service-based architecture
Figure 4.2.3-2 depicts the 5G System architecture in the non-roaming case, using the reference point representation showing how various network functions interact with each other. If the UPFs in the PDU session path cannot be controlled by one SMF, additional SMF is present to control local UPF(s).




Figure 4.2.3-2: Non-Roaming 5G System Architecture in reference point representation
NOTE 2:	N9, N14 are not shown in all other figures however they may also be applicable for other scenarios.
NOTE 3:	For the sake of clarity of the point-to-point diagrams, the UDSF, SDSF, NEF and NRF have not been depicted. However, all depicted Network Functions can interact with the UDSF, NEF and NRF as necessary.
NOTE 4:	The UDM contains UDR. For clarity, the UDR and its connections with other NFs, e.g. PCF, are not depicted in the point-to-point and service-based architecture diagrams.
Figure 4.2.3-3 depicts the non-roaming architecture for UEs concurrently accessing two (e.g. local and central) data networks using multiple PDU Sessions, using the reference point representation. This figure shows the architecture for multiple PDU sessions where two SMFs are selected for the two different PDU sessions. If the SMF cannot control both local and central UPF, additional SMF is present to control the local UPF.




Figure 4.2.3-3: Applying non-roaming 5G System architecture for multiple PDU session in reference point representation
Figure 4.2.3-4 depicts the non-roaming architecture in case concurrent access to two (e.g. local and central) data networks is provided within a single PDU session, using the reference point representation. If the SMF cannot control both local and central UPF, additional SMF is present to control the local UPF.




Figure 4.2.3-4: Applying non-roaming 5G System architecture for concurrent access to two (e.g. local and central) data networks (single PDU session option) in reference point representation

[bookmark: _Toc476030934]*************** 3rd of changes *********************
[bookmark: _Toc476030871]4.2.7	Reference points
The 5G System Architecture contains the following reference points:
N1:	Reference point between the UE and the AMF.
N2:	Reference point between the (R)AN and the AMF.
N3:	Reference point between the (R)AN and the UPF.
N4:	Reference point between the SMF and the UPF.
N5:	Reference point between the PCF and an AF.
N6:	Reference point between the UPF and a Data Network.
NOTE:	The traffic forwarding details of N6 between a UPF acting as an uplink classifier and a local data network will not be specified in this release.
N7:	Reference point between the SMF and the PCF.
N7r:	Reference point between the PCF in the visited network and the PCF in the home network.
N8:	Reference point between the UDM and the AMF.
N9:	Reference point between two Core UPFs.
N10:	Reference point between the UDM and the SMF.
N11:	Reference point between the AMF and the SMF.
N12:	Reference point between AMF and AUSF.
N13:	Reference point between the UDM and Authentication Server function the AUSF.
N14:	Reference point between two AMFs.
N15:	Reference point between the PCF and the AMF in case of non-roaming scenario, PCF in the visited network and AMF in case of roaming scenario.
N16:	Reference point between two SMFs, (in roaming case between SMF in the visited network and the SMF in the home network).
N17:	Reference point between AMF and EIR.
N18:	Reference point between any NF and UDSF.
N19:	Reference point between NEF and SDSF.
Nxy:	Reference point between two SMFs within one PLMN.
Editor's note:	The nature of N18 is FFS and it will be determined in coordination with Stage 3 groups. Depending on the conclusion, the N18 reference point may need to be renamed.
Editor's note:	Whether the N19 reference point between the NEF and the SDSF is a service-based interface or not is FFS. Depending on the conclusion the N19 reference point may also be renamed.

*************** 4th of changes *********************
[bookmark: _Toc476030933]5.6	Session Management
Editor's note:	This should include session management etc.
Editor's note:	Handling ATSSS is FFS.
5.6.1	Overview
The 5GC supports a PDU Connectivity Service i.e. a service that provides exchange of PDUs between a UE and a data network identified by a DNN. The PDU Connectivity Service is supported via PDU sessions that are established upon request from the UE.
Editor's note:	It is FFS whether "DNN" or "APN" is to be used.
Each PDU session supports a single PDU session type i.e. supports the exchange of a single type of PDU requested by the UE at the establishment of the PDU session. The following PDU session types are defined: IPv4, IPv6, Ethernet, Unstructured (where the type of PDU exchanged between the UE and DN is totally transparent to the 5G system).
NOTE 1:	In this release the 5GC does not support dual stack PDU Session (PDU Session type IPv4v6): The 5GC supports dual Stack UEs by using separate PDU sessions for IPv4 and IPv6.
PDU sessions are established (upon UE request), modified (upon UE and 5GC request) and released (upon UE and 5GC request) using NAS SM signalling exchanged over N1 between the UE and the SMF. Upon request from an Application Server, the 5GC is able to trigger the UE to establish a PDU session to a specific DNN.
Within one PLMN, a PDU session may be served by one or more SMFs, i.e. the anchor SMF which controls the anchor UPF and the intermediate SMF(s). The intermediate SMF is responsible for controlling of the UPF which cannot be controlled by anchor SMF. When UE moves, the intermediate SMF may be inserted or removed or relocated from the PDU session controlling path. Intermediate SMF is selected by the anchor SMF during PDU session establishment or during mobility related procedures (e.g. HO).
The SMF is responsible of checking whether the UE requests are compliant with the user subscription. For this purpose it retrieves SMF level subscription data from the UDM. Such data may indicate per DNN:
-	The allowed PDU session Type.
-	Whether in case of Home Routed the VPLMN is allowed to  insert an UL CL or a Branching Point for a PDU session towards this DNN..
This information is provided to the SMF in VPLMN by the SMF in HPLMN.
-	The allowed SSC modes.
Editor's note:	The exact list of subscription data mentioned above will be refined. This will take into account the output of other key issues (slicing, QoS, etc.).
Editor's note:	It is FFS whether SMF level subscription data is defined per slice
An UE that is registered over multiple accesses chooses over which access to establish a PDU session.
Editor's note:	The choice of the access to use for a PDU session is based at least on network policy, service requirements and user subscription. The definition of policy for selecting the access to route the PDU Sessions (e.g. service requirements, user subscription, etc.) and how it is used are FFS.
NOTE 2:	In this release, at a given time, a PDU session is routed over only a single access network.
An UE may request to move a PDU session between 3GPP and Non 3GPP accesses. The decision to move PDU sessions between 3GPP access and Non 3GPP access is made on a per PDU session basis, i.e. the UE may, at a given time, have some PDU sessions using 3GPP access while other PDU sessions are using Non 3GPP access.
In a PDU session establishment request sent to the network, the UE shall provide a PDU Session Id as defined in clause 5.3.2. The UE may also provide:
-	A PDU session Type.
-	Slicing information.
Editor's note:	slicing related information is to be further clarified. An S-NSSAI information is meant.
-	The DNN (Data Network Name).
-	The SSC mode (Service and Session Continuity mode defined in clause 5.6.9.2).
Editor's note:	It is FFS Whether the UE may also provide and information indicating its willingness to move a PDU session between 3GPP and Non 3GPP access.
Table 5.6.1-1: Attributes of a PDU session
	PDU session attribute
	May be modified later during the lifetime of the PDU session
	Notes

	Slicing information
	No
	(Note 1)(Note 2)


	DNN (Data Network Name)
	No
	(Note 1)(Note 2)

	PDU session Type
	No
	(Note 1)

	SSC mode
	No
	(Note 1)
The semantics of Service and Session Continuity mode is defined in clause 5.6.9.2

	PDU session Id
	No
	

	NOTE 1:	If it is not provided by the UE, the network determines the parameter based on default information received in user subscription. Subscription to different DNN(s) may correspond to different default SSC modes and different default PDU session Types
NOTE 2:	Slicing information and DNN are used by AMF to select a SMF to handle a new session. Refer to clause 5.2.



An UE may establish multiple PDU sessions, to the same data network or to different data networks, via 3GPP and via and Non-3GPP access networks at the same time.
An UE may establish multiple PDU sessions to the same Data Network and served by different UPF terminating N6.
A UE with multiple established PDU sessions may be served by different SMF.
The user plane paths of different PDU Sessions (to the same or to different DNN) belonging to the same UE may be completely disjoint between the AN and the UPF interfacing with the DN.
*************** End of changes *********************
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