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Abstract of the contribution: The intent of this paper is to analyse three alternative PCF architectures that have been proposed in the past to support various practical use cases in 5G core system.  As the result of the analysis, it presents the evidence for the best choice of the alternative that is most economic and effective for 5G operators/service providers.
1. Introduction
The intent of this paper is to analyse three alternative PCF architectures that have been proposed in the past to support various practical use cases in 5G core system.  As the result of the analysis, it presents the evidence for the best choice of the alternative that is most economic and effective for 5G operators/service providers.
This paper is organized as follows: 

· High level descriptions for the three PCF architecture alternatives

1. Dual PCFs
2. Hierarchical PCFs

3. Centralized PCF

· Practical use cases analysis
a) UE overall quota tracking (usage based or time based)
b) Access and mobility related event monitoring

c) Miscellaneous deployment impacts

· Optimal service specific scalability 

· Mixed administrative domains support for network slicing environment
· Service modularity implementation on specialized PCF
· Conclusions & Recommendation
2. Discussions and Analysis
The following three Figures summarize the high-level architecture for the three PCF architecture alternatives for 5G core. 
Architecture overviews of the three PCF architectural alternatives

1. Dual PCFs architecture
Figure 1 illustrates the dual PCFs architecture. There are two classes of PCF – a common level PCF and an NS level PCF. The common level PCF is part of the common control plane to supports per-UE level policy control and the operation level is similar to the AMF and UDR etc. The NS level PCF is part of the slice instance and supports per PDU session level policy control and the operation level is similar to the SMF and the AF that serve particular NSI. The NS level PCF has no interface to the Common level PCF. Hence each PCF is operated as a stand-alone PCF fulfilling specific policy control function(s).
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Figure 1: Dual PCFs architecture
2. Hierarchical PCFs architecture

Figure 2 illustrates a Hierarchical PCFs architecture. There are two levels of PCF – a common level PCF and an NS level PCF. The common level PCF is part of the common control plane to supports per-UE level policy control and the operation level is similar to the AMF and UDR etc. The NS level PCF is part of the slice instance and supports per PDU session level policy control and the operation level is similar to the SMF and the AF that serve particular NSI. However, the NS level PCF would have an interface to the Common level PCF. The common level PCF is in charge of controlling and coordinating with the NS level PCF(s) as needed.
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Figure 2: Hierarchical PCFs architecture
3. Centralized PCF architecture

Figure 3 illustrates a centralized PCF architecture. There is only one common PCF in the 5G system. The centralized PCF serves per-UE level as well as per-session level irrespective network slicing is supported or not. 
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Figure 3: Centralized PCF architecture
Practical use cases analysis

a) UE overall quota tracking (usage based or time based)

This use case examines how an overall quota be policed and enforced for a given UE, especially when a UE is accessing to two slice instances that enable the user to access different data networks or/and different apps.

A simplistic static approach would be to allocate each slice instance with 50% of the quota. A more effective method is to enable dynamic quota tracking per slice instance. For example, if a user ran out of quota on one slice instance, but has plenty of unused quota from another slice instance, the 5G core should allow the over-used slice instance to borrow the unused quota from the other slice instance. Such a dynamic allocation can be performed until the user runs out of quota on both slice instances. This may enable the user to purchase additional quota.

Observation #1:

This can work well only for the hierarchical and centric PCC architectures (architecture #2 and #3). 

b) Access and mobility related events monitoring
The following are some examples of Access and Mobility event notifications that are known for today 4G system (and are likely to have an equivalent events in 5G). 
Upon any of these event notifications, the 4G PCRF needs to evaluate policies and possibly push down to the enforcement (eg PGW, TDF) new PCC/QoS rules. In addition, PCRF may use some of those to notify AF (eg IMS P-CSCF). AF, as a result, may tear down VoIP calls etc. The similar scenario likely applies to 5G system.
The key examples of the key events as referring to TS 29.212 are: RAI_CHANGE, IP-CAN_CHANGE, QOS_CHANGE(eg subscribed AMBR), RAT_CHANGE, USER_LOCATION_CHANGE, PLMN_CHANGE, UE_TIME_ZONE_CHANGE.
Additionally in 5G system, the PCF interfaces with the AMF over the N15 to support the Access and Mobility Event monitoring. The access/mobility information/event would have impacts to the dynamic policy decision to the key events in TS 29.212 towards SMFs or AFs as described above.  
In order to continue such dynamic policy support towards SMFs and AFs without overloading AMF, only architecture alternatives 2 and 3 are viable options:
· Alternative 2 enables common PCF to coordinate with the NS level PCF. which is connecting to the AF, for dynamic policy support towards SMFs and AFs  

· Alternative 3 enables common PCF to communicate directly to SMF and AF for dynamic policy support
	Observation #2:

Dynamic policy support towards SMF and AF without overloading AMF work only via the hierarchical and centric PCC architectures (architecture #2 and #3). 


c) Miscellaneous deployment impacts

i) Optimal service specific scalability 

As the network capacity goes up and more use cases need to be supported, the operator may need to deploy more NSIs to support different customers’ deployment requirements. For example an operator may start with a single MBB NSI, but later grows its network to 10 different types of NSIs, some MBB NSIs, some IOT NSIs, some mission critical NSIs etc. 
In such a case of network growth, a centralized PCF will not be able to scale optimally for different diverse and  specialized service deployment as network slicing is intended for defining different types of network slices to serve specialized services.  A centralized PCF model will be difficult to scale for specific aspects of different types of network slices. 
Observation #3:

Optimal service specific scalability is only feasible for the dual and hierarchical PCFs architectures (architecture #1 and #2).
ii) Mixed administrative domains support for network slicing environment

Some NSIs may be provisioned to serve the PLMN operator, while some NSIs may be provisioned to serve 3rd parties which would not want to expose their own PCFs with other NSIs which are outside of their administrative domains.
For example, IOT NSI may be owned by a 3rd party #1, Mission Critical NSI may be owned by the government, and an MBB NSI may be owned by the operator. As a result, many of those NSIs would have their own respective administrative domains and not related with each other even though they may serve the same user. It is expected that for NSIs serve the 3rd parties would have their own specialized PCF deployed.  Therefore, 5G core PCF architecture needs to allow flexible architecture to allow 3rd party to deploy their specialized PCF within their own administrative domains. 
Observation #4:

Mixed administrative domains network slicing environment is only viable for the dual and hierarchical PCF architectures (architecture #1 and #2). 
iii) Service modularity implementation on specialized PCF
As new network requirements are added, the operator may need to add/update certain features to PCF that are specific to certain type of network slice, e.g. Access and Mobility functionality or IOT related functionality, and irrelevant to other types of network slice.  
If centralized PCF architecture is used, it is required to implement those slice type specific features which is unnecessary and inefficient. 

Observation #5:

Service modularity implementation is only viable for dual and hierarchical PCFs architectures (architecture #1 and #2). 
3.
Conclusions and recommendations
Conclusion #1:

Only the hierarchical PCC architectures (architecture #2) is able to satisfy all of the above use cases analysis. Given the limited time availability in Release 15, a hierarchical PCF architecture may require more time to develop. As a way forward, we propose the following stepped approach:

(a) Agreeing to prepare a Release 15 study item in SA2#122 to further study the hierarchical PCFs architecture for specification in Rel-16.
(b) Agreeing to centralized PCF solution for Release 15 specification while ensuring that possible deployment scenarios under consideration of this Release 15 centralized PCF solution do not create backward compatibility issues when Rel-16 enhancements to the PCC architecture based on Rel-15 study are specified.  

NOTE: One argument suggests that, by virtualized centralized PCF, it can scale the PCF into different logical functions to support specialized services as the dual and the hierarchical PCFs.  Such approach may be feasible for a single vendor implementation, however, it is definitely not a viable multi-vendor solution because without standardized interface(s) between logical entities, it is impossible to support multi-vendor implementation.  Therefore, logical PCF solution cannot be considered as a viable option. 
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