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Abstract of the contribution: This contribution discusses the coordination mechanism between application and the network for the UE in PSM mode in 3GPP and oneM2M. Some gaps are identified and it is proposed to send an LS to oneM2M to synchronize and evaluate the current mechanisms related to buffering as defined in 3GPP and oneM2M.
Introduction
In the traditional system, the UE will change to IDLE state if there is no packet transmission for a specific period in order to save power consumption. If MT traffic arrives, the connection between the UE and the network for data delivery will be re-established once the UE responds to the paging request from the network, which will induce hundreds of ms to 2s delay on the transmission of the data. However such short period of delay can be agnostic to the application due to less impact on the application, and can be resolved by the reliability mechanism applied in application/transport layers.
After the PSM mode being introduced into the network, the UE may not be reachable by the network for several hours or several days, which will have serious impact on the application for MT data transport. It is questioned whether the network only needs to forward the buffered data transparently after the UE changes to CONNECTED state, or extra handling is needed. This paper discusses the potential issues and propose to send an LS to oneM2M for discussion/confirmation if the current buffering mechanism defined in 3GPP could satisfy the requirement from the applications or kinds of enhancement is needed, or more information can be provided from the applications to the network for better control of the data delivery when the UE is unreachable.
Discussion
· Buffering mechanism in 3GPP
Extended buffering supported by the SGW is used to handle high latency communication for device in PSM mode. As different MTC applications have different maximum latency requirements, the coordination of maximum latency between the application and the network is defined by 3GPP.
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Figure 1 Maximum latency coordination (event monitoring)
The SCS/AS notifies the maximum latency and suggested number of downlink packets in the UE reachability Monitoring Event to the HSS. Afterwards, the HSS may set the subscribed periodic TAU timer to the value of Maximum Latency, and notifies the MME. The MME sets the periodic TAU timer according to the received subscribed periodic TAU timer, and indicates the extended buffering policy to the SGW, as depicted in Figure 1.
As described in Figure 2, the UE obtains the maximum latency allowed to respond to the request from the SCS/AS by application specific signalling, and sets the periodic TAU timer accordingly.
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Figure 2 Maximum latency coordination (UE application)
· Buffering mechanism in oneM2M
OneM2M also defines the data buffering function in the IN-CSE, which can be implemented by SCS inside/outside of the operator’s network, as shown in Figure 3. The CSE on an ASN or on an MN performs registration with the CSE in the IN in order to be able to use M2M Services offered by the CSE in the IN. As a result of successful ASN/MN-CSE registration with the IN-CSE, the CSEs on ASN/MN and IN establish a relationship allowing them to exchange information. IN-CSE also Manages connection state of communication channel to the registered CSE. When the UE is reachable for MT data delivery, the IN-CSE will forward the data sent from the AS via the network to the UE.
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Figure 3 Data buffering mechanism in oneM2M
When the UE is not reachable, the IN-CSE may buffer the data so that they can be delivered to the UE at a later time. There are three kinds of Communication Management and Delivery Handling mechanism defined in the oneM2M specification [1]:
1) Immediate
Packets shall be sent as soon as possible, respecting values for Request Expiration Timestamp and Result Expiration Timestamp.
2) bestEffort
Packets are to be delivered to the UE by best effort for an arbitrary time, and the maximum amount of requests that can be buffered is decided by IN-CSE for the applications applying this mechanism.
3) latest
If the IN-CSE has already buffered for a pending request, the newer request will replace the buffered older request.
Apart from the standardised mechanisms, the operator may apply self-defined mechanisms between the applications and the SCS.
From the above discussion, it can be seen that there are some gaps between the buffering mechanisms defined by 3GPP and oneM2M:
1. For "Immediate" mechanism, Expiration Timestamp is defined for request and response message respectively. Since the SGW is not aware of the content of the message and is unable to start different timers for the application request and response message respectively, the SGW cannot provide buffering service according to the application requirement.
2. For "latest" mechanism, it is not supported by the SGW. Therefore the SGW does not know which packet shall be buffered with replacement of the previous received one in the buffering.
3. "Suggested number of downlink packets" as specified by 3GPP is to be sent from IN-CSE to the SGW to decide the number to be buffered for the UE, but IN-CSE does not have such information which is to be provided by the application.
4. "Maximum latency" as specified by 3GPP is requested to be sent from IN-CSE to the network, which is utilized to decide the period TAU timer in the UE and the buffering timer in the SGW, but the IN-CSE does not have such information which is to be provided by the application.
Observation 1: For the extended buffering in network, the following issues are to be considered:
1) Whether the mechanism defined in oneM2M is based on the requirement/service behaviour of the application and whether it shall be considered/supported by SGW?
2) Is the extended buffering mechanism described in Figure 1 and Figure 2 feasible from oneM2M point view considering the requirement from applications? Is it possible for the oneM2M to provide information for "Suggested number of downlink packets" and "Maximum latency" as requested by 3GPP?
Another issue is that the power saving intervals can be quite long, e.g. several days, it may not match with the re-transmission timer set by the application.
CoAP/UDP/IP protocols are widely applied in MTC world. They have some parameters related to delay with default value defined, i.e. ACK_TIMEOUT (2 seconds), ACK_RANDON_FACTOR (1.5) and MAX_RETRANSMIT (4). The maximum time from the first transmission of message to the time when the server give up on receiving an acknowledge can be calculated with a formula: ACK_TIMEOUT * ((2 ** (MAX_RETRANSMIT + 1)) - 1) *ACK_RANDOM_FACTOR, which by applying default values of the parameters is equal to 93 seconds.
Other protocols used by MTC applications, such as MQTT/XMPP, relies on the re-transmission mechanism on TCP for reliable transmission, by default the initial SYN packet will be repeated 3 times.
It is obviously that the value of the PSM timer cannot be set for a very long period, because the retransmission schemes in application/transport protocols are not designed to wait for such long time for receiving a response message. The unsuitable PSM timer/buffering mechanism in the network will cost the higher load in the network and will not help much on delivering the packet to the device as requested.
On the other hand, if the PSM timer period is designed to be only several seconds, it seems this would violate the original intention to introduce PSM, i.e. saving the power consumption of the UE. From reliability point of view, it is questioned whether simple support of buffering and forwarding is enough in network, and whether the application/transport protocols still always need to apply extra mechanisms, such as retransmission and path failure detection. 
Observation 2: It should be evaluated if the solution on data buffering for PSM mode as defined in 3GPP is aligned with the reliability requirement from the applications. 
Proposal
It is proposed to send an LS to oneM2M to synchronize and evaluate the current mechanisms related to buffering as defined in 3GPP and oneM2M, and decide if the current buffering mechanism defined in 3GPP needs to be enhanced, or more information can be provided from the applications to the network for better control of the data delivery when the UE is unreachable by the network, especially for the In-Direct Model as specified in the TS 23.682.
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