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1
Discussion

In TR 23.799, Solution 6.1 specifies the following principles:
---------------------------------------------------------------------------

For mode selection,

· A UE can have multiple PDU sessions to the same DNN with the same SSC mode
--- (P1)
· The SSC mode is not changed during the lifetime of a PDU session.

--- (P2)
For SSC mode 3,

· If the UE has sent a request for an additional PDU session to the same DN without a prior indication from the network that the active PDU session needs to be redirected, then the network rejects the UE's request.

--- (P3)
---------------------------------------------------------------------------

The statement (P1) cannot be realized due to the statement (P3). Also, the statement (P3) itself has some conflicting description by considering the content of other solution (e.g. Solution 4.3 multiple PDU sessions to the same DN). Thus, it is proposed that (P3) should be rephrased to the following:
· If the UE that is not allowed to have multiple PDU sessions to the same DN has sent a request for an additional PDU session to the same DN without a prior indication from the network that the active PDU session needs to be redirected, then the network rejects the UE's request.
Next, let’s consider the scenario where either UE or network may want the change of SSC mode for the existing PDU session. For example, this can happen when UE runs a new app that requires a different SSC mode or when the operator change the policy for the default SSC mode and so on. But, due to the statement (P2), the only way to switch the existing SSC mode is to request a new one by performing the whole PDU session setup procedure, which, in some cases, results in unnecessary signalling overhead to RAN as well as core network functions.
Based on our analysis, it is proposed that the statement (P2) needs to be relaxed to the following:

· The SSC mode can be changed between the SSC modes 2 and 3 for a PDU session. But, the SSC mode 1 is not changed during the lifetime of a PDU session.


--- (P2’)

The reason is as follows. First, let’s classify the scenario into the following two cases:

· Case 1. Change between SSC mode 2 and 3

According to the current description of the solution, there is little difference for SM function to treat these two modes. In case of SSC mode 3, the SM function temporarily maintains the existing PDU session via the old TUPF for at most some duration called the timer value after a new TUPF is allocated. On the other hand, in case of SSC mode 2, the SM function just releases the existing PDU session via the old TUPF when a new TUPF is allocated, i.e. the timer is zero. Thus, it is feasible to switch the SSC mode between 2 and 3 by simply changing the timer value from the viewpoint of the SM function. After determining the change of SSC mode, the SMF informs the UE of the results, i.e. the modified SSC mode and, in case of SSC mode 3, the timer value via some SSC mode update signalling. If the change is triggered by UE, the results can be piggybacked in the PDU session setup reject message.
This can reduce signalling overhead compared to the current solution that requires a new PDU session setup procedure.
· Case 2. Change between SSC mode 1 and others

The SSC mode 1 does not permit the change of TUPF during the lifetime of a PDU session. It is likely that a more centralized TUPF will be allocated for the PDU session, compared to other SSC mode case. If the change of SSC mode between 1 and others is allowed, there is high probability of re-allocating the TUPF along with the SSC mode change. This, in turn, requires similar overhead to the case where a new PDU session is established for a new SSC mode. 
2
Proposal

The following solution is proposed to be updated to TR 23.799.

***** Start of Change # 1 *****

6.6.1
Solution 6.1: Session and service continuity framework
This solution addresses WTs #1, #2, #3 and #5 of Key issue 6.
6.6.1.1
Architecture description

6.6.1.1.1
Overview

This solution provides a framework to support three distinct session and service continuity modes (SSC) in the NextGen system. The modes are defined in clause 6.6.1.1.1.3, the related solution principles are described in clause 6.6.1.1.1.4.

6.6.1.1.2
Assumptions

The solution assumes a PDU session to exist between a UE and a user-plane function (called terminating user-plane function (TUPF)). The TUPF terminates the 3GPP user plane and interfaces with the data network.

It is not precluded that the TUPF can also be co-located with the access network, e.g. to enable stationary UE scenarios.

Editor's note:
These assumptions and definition above need to be revisited once they key issue on session management has progressed and common terminology for the user-plane functions has been agreed.

6.6.1.1.3
Session and service continuity modes
The NextGen system shall support the following session and service continuity (SSC) modes:

-
SSC mode 1: The same TUPF is maintained regardless of the access technology (e.g. RATs and cells) a UE is using to access the network.

-
SSC mode 2: The same TUPF is only maintained across a subset (i.e. one or more, but not all) of the access network attachment points (e.g. cells and RATs), referred to as the serving area of the TUPF. When the UE leaves the serving area of a TUPF, the UE will be served by a different TUPF suitable for the UE's new point of attachment to the network.

NOTE:
The serving area of a TUPF may also be limited to a single cell only, e.g. in case of stationary UEs.

-
SSC mode 3: In this mode the network allows the establishment of UE connectivity via a new TUPF to the same data network (DN) before connectivity between the UE and the previous TUPF is terminated. When trigger conditions apply, the network selects a target TUPF suitable for the UE's new point of attachment to the network. While both TUPFs are active, the UE either actively rebinds applications from the previous to the new address/prefix, or alternatively, the UE waits for flows bound to the previous address/prefix to end.
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Figure 6.6.1.1.3-1: TUPF relocation in session and service continuity mode 3

6.6.1.1.4
Solution principles

6.6.1.1.4.1
Mode selection and network support

The following principles apply:

-
When requesting a PDU session, the UE may indicate the requested session and service continuity (SSC) mode as part of the PDU session setup signaling to the network. How the UE can determine the requested SSC mode is specified in clause 6.6.1.1.4.

Editor's note:
It is FFS whether the requested SSC mode is indicated as part of the DN name or as a separate indication.

-
The serving network receives the list of supported SSC modes and the default SSC mode per data network per subscriber as part of the subscription information from the subscriber database.
-
The serving network selects the SSC mode by either accepting the requested SSC mode or modifying the requested SSC mode based on subscription and/or local configuration.

NOTE 1:
A serving network may be configured to modify the SSC mode requested by the UE for different reasons, e.g. the serving network may prefer to avoid SSC mode 1 for a specific data network to avoid concentrating traffic on centralized peering points with the related data network.

-
If a UE does not provide an SSC mode when requesting a new PDU session, then the network selects the default SSC mode listed in the subscription (for the data network to connect to) or applies local configuration to select the SSC mode.

-
After selecting the SSC mode, the network either (a) accepts the PDU session request from the UE and indicates the selected SSC mode to the UE, or (b) the network rejects the PDU session request and sends the selected SSC mode and a cause value to the UE e.g. indicating that the selected SSC mode is already used by another PDU session in the UE.
NOTE2:
The indication that the selected SSC mode is already used by another PDU session may be used by the UE as an indication to use an existing PDU session for the new traffic.

-
A UE can have multiple PDU sessions to the same DNN with the same SSC mode

-
SSC modes apply per PDU session. A UE may request different SSC modes for different PDU sessions, i.e. different PDU sessions which are active in parallel for the same UE may have different SSC modes.

-
 The SSC mode can be changed between the SSC modes 2 and 3 for a PDU session. But, the SSC mode 1 is not changed during the lifetime of a PDU session.
-
TUPF selection: When selecting the TUPF for a PDU session, the network takes the UE's current point of attachment and the requested SSC mode into account.

NOTE 3:
It is not precluded that other information is also taken into account for TUPF selection (e.g. as determined by other key issues).

6.6.1.1.4.2
SSC mode 1

The following principles apply:

-
The assigned TUPF is maintained during the lifetime of the PDU session, i.e. the TUPF is not changed by the network.

6.6.1.1.4.3
SSC mode 2

The following principles apply:

-
Triggers for redirection to a different TUPF
-
The network decides whether the TUPF assigned to a UE's PDU session needs to be reassigned based on UE mobility, local policies (e.g. information about the serving area of the assigned TUPF).
-
Redirection procedure
-
The network redirects the UE's traffic to a different TUPF by first releasing the user plane path associated with the current TUPF and then setting up a user plane path corresponding to a new TUPF. Two solution variants are described below, one where the PDU session is preserved when reallocating the TUPF and one where the network is disconnecting the UE's PDU session corresponding to the current TUPF and requesting the UE to reactivate the PDU session immediately which results in selection of a new TUPF.

-
During this process, the UE remains attached.

-
The network selects a TUPF based on the UE's current point of attachment to the network.

NOTE:
It is not precluded that other information is also taken into account for TUPF selection (e.g. as determined by other key issues).
6.6.1.1.4.4
SSC mode 3

The following principles apply:

-
Triggers for redirection to a different TUPF:

-
The network decides whether the TUPF assigned to a UE's PDU session needs to be reassigned based on local configuration (e.g. information about the serving area of the assigned TUPF).

-
Redirection procedure:

-
The network indicates to the UE that traffic on one of the UE's active PDU sessions needs to be redirected. The network also starts a timer and indicates the timer value to the UE.

-
The user plane path is established towards a new TUPF. Two solution variants are described below, one where the PDU session is re-used also for the additional user-plane path and one where an additional PDU session is established. The network selects a new TUPF based on the UE's current point of attachment to the network.
NOTE 1:
It is not precluded that other information is also taken into account for TUPF selection (e.g. as determined by other key issues).
-
If the UE that is not allowed to have multiple PDU sessions to the same DN has sent a request for an additional PDU session to the same DN without a prior indication from the network that the active PDU session needs to be redirected, then the network rejects the UE's request.
-
Once the new user plane path associated with the new TUPF has been established, the UE may perform one of the following options:

-
Option 1: The UE actively redirects application flows bound to the previous TUPF to the new TUPF e.g. by using upper layer session continuity mechanisms. Once the UE has finished redirecting applications flows to the new TUPF, the previous TUPF is released.

-
Option 2: The UE steers new application flows to the new TUPF. Existing flows via the previous TUPF continue until the flows terminate. Once all flows using the previous TUPF have ended, the previous TUPF is released.

When Option 2 is used, Multi-homed PDU session may be used to send application flows bound to the previous TUPF. Tunnel between the previous TUPF and new TUPF is used to forward those flows.
Editor's note:
It is FFS whether Multi-homed PDU session based session continuity is selected as a solution.
NOTE 2:
The details of the previous options are beyond the scope of 3GPP.

-
If the previous TUPFhas not been released when the timer expires, or alternatively if the network detects inactivity on the previous TUPF, the network releases the previous TUPF.

Editor's note:
Whether there is an issue related to per session bitrate enforcement when the UE temporarily has two active PDU sessions to the same data network depends on the QoS key (specifically whether the session bitrate applies per PDU session or across all PDU sessions to the same data network and where the session bitrate is enforced, i.e. in AN or UP entity)issue and is FFS.
6.6.1.1.5
How the UE determines the required SSC mode

A UE can determine the SSC mode required for an application using one of the following methods:

1.
The app that starts a new flow (i.e. opens a new socket) indicates the type of session continuity required by this flow as shown in the Figure 6.6.1.1.5-1 below. This may be indicated by using the sockets API extensions specified in RFC 3493, RFC 3542 and in draft-ietf-dmm-ondemand-mobility. In other words, the app may use already specified software APIs to indicate what type of session continuity is required. For example, if the app requests a socket with a nomadic IP address, essentially, the app requests SSC mode 2. If the app requests a socket with a fixed IP address or a sustained IP address, essentially, the app requests SSC mode 1 or SSC mode 3 respectively. The definition of nomadic, sustained and fixed IP address can be found in draft-ietf-dmm-ondemand-mobility.
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Figure 6.6.1.1.5-1

2.
If the app that starts a flow does not indicate the type of required session continuity, the UE may determine the required session continuity by using provisioned policy, as shown in Figure. 6.6.1.1.5-2.
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Figure 6.6.1.1.5-2

The policy contains a list of prioritized rules and each rule indicates the required SSC mode for entire applications or specific flow types. For example, the policy in the UE may contain the following rules:


Rule 1, priority 1: App = com.example.skype, Required continuity type = SSC mode 3.


Rule 2, priority 2: App = com.example.web.server, Required continuity type = SSC mode 1.


Rule 3, priority 3: Protocol = TCP; DstPort = 80, Required continuity type = SSC mode 2.


Default rule: Default continuity type = SSC mode 2.

When the UE attempts to establish a PDU session before receiving a request from an application (e.g. during the initial attach), or the application does not request an SSC mode, or the UE does not have a policy for the specific application, then the UE cannot determine an SSC mode as defined above (in bullets 1, 2). In this case:

-
If the UE is provisioned with a default SSC mode (e.g. as part of the policy shown in Figure 6.6.1.1.5-2), then the UE requests the PDU session with the default SSC mode. The default SSC mode can be one of the three SSC modes discussed in the previous clause. For example, a fixed IoT sensor or even a smartphone may be provisioned with default SSC mode 2.

-
If the UE is not provisioned with a default SSC mode, then the UE requests the PDU session without providing an SSC mode. In this case, the network determines the SSC mode of the PDU session (e.g. based on subscription data and/or network policy) and provides the selected mode back to the UE.

6.6.1.2
Function description

6.6.1.2.1
PDU session establishment/release triggered by handover procedure
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Figure 6.6.1.2.1-1: Handover triggered PDU session establishment/release for different SSC modes

0.
The UE attaches to the network and establishes PDU sessions with DNs. A UE may request different SSC modes for different PDU sessions.
1.
UE performs handover from source RAN node to target RAN node.
NOTE: The detailed handover procedure is to be discussed in mobility management key issue.

2.
For SSC mode 2 or 3, the redirection of TUPF is triggered as described in session 6.6.1.1.4.

6.6.1.2.2
Service continuity call flows

The establishment of the new TUPF for SSC mode 2 and 3 is always triggered by the CP functions in the NextGen core. There are two options:

-
CN-provided trigger followed by UE-requested PDU Session establishment.

-
CN-prepared PDU Session modification followed by notification to UE (applicable to multi-homed PDU Sessions only).
The different cases are elaborated in the sections below, first for SSC mode 3, and then for SSC mode 2.

Editor's note:
It is FFS whether both procedures need to be supported.
6.6.1.2.3
CN-provided trigger followed by UE-requested PDU Session (SSC mode 3)
This procedure corresponds to the PDN connection model in EPS where a new PDN connection is always requested by the UE. Depicted in Figure 6.6.1.2.3-1 is an example flow illustrating how UE-requested PDU Session is established to support SSC mode 3.
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Figure 6.6.1.2.3-1: CN-provided trigger followed by UE-requested PDU Session

1.
UE has an established PDU Session (PDU Session 1) with TUPF1. The PDU Session user plane path involves the RAN, TUPF1 and possibly some intermediate user plane functions (other than TUPF).
2.
At some point the CP functions decide to establish a new PDU Session because TUPF1 has become suboptimal due to UE mobility. The CP functions send an [NG1] PDU Session Redirection (Reason, Timer) message to the UE with a Reason code that triggers the UE to request a new PDU Session for the same data network, without releasing PDU Session 1. The Timer value indicates how long the network is willing to maintain PDU Session 1.

Editor's note:
For PDU Session of IPv6 type it is FFS whether the Timer value for the remaining lifetime of the IPv6 prefix is also sent using RA.

3.
UE sends [NG1] PDU Session Request (Reason) message to request a new PDU Session. The Reason code indicates that this message is in response to a network-provided trigger.

4.
The CP functions selects a new TUPF (TUPF 2) that is geographically closer to the current UE location and configures the user plane path for PDU Session 2 involving the RAN, TUPF2, and any intermediate U-plane nodes. In case of PDU Session of IP type a new IP address/prefix (IP@2) is allocated and sent to the UE (e.g. directly using Router Advertisement or via CP functions and NG1 signalling).

5. UE starts using PDU Session 2 for all new traffic flows and may also proactively move existing traffic flows (where possible) from PDU Session 1 to PDU Session 2 by leveraging upper layer mobility mechanisms (e.g. SIP reINVITE, DASH, MPTCP, Host ID, SCTP).
6. PDU Session is released either by the UE (e.g. once UE has consolidated all traffic on PDU Session 2) or by the network upon expiry of the Timer indicated in step 2.
6.6.1.2.4
CN-prepared PDU Session modification followed by notification to UE (SSC mode 3)
This procedure applies to multi-homed PDU Session as described in clause 6.4.13. In this case the NextGen core can prepare a new PDU Session "leg" and in the end simply notify the UE of the existence of a new IP address/prefix, as depicted in Figure 6.6.1.2.4-1.
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Figure 6.6.1.2.4-1: CN prepared PDU Session followed by notification to UE

1.
UE has an established PDU Session with TUPF1. The PDU Session user plane involves the RAN, TUPF1 and possibly some intermediate user plane functions (other than IP anchors).
2.
At some point the CP functions decides to establish a new branch of PDU Session 1 because the existing branch has become suboptimal due to UE mobility. The CP functions selects a new TUPF (TUPF2) that is geographically closer to the current UE location and configures TUPF2 as a new branch of a multi-homed PDU Session. In the process a new IP address/prefix (IP@2) is allocated.

3.
The CP functions configures one of the intermediate U-plane nodes as a branching point for the multi-homed PDU Session. It is possible that the CP may insert a new U-plane node into the path to act as a branching point. The U-plane node acting as a branching point may be collocated with other entities, e.g. with RAN.

4.
The network notifies the UE of the availability of the new IP address/prefix. This may be performed using an IPv6 Router Advertisement or a control message.
Editor's note:
it is FFS whether additional information needs to be sent to the UE on the time on how long the network is willing to keep the old address/prefix. If additional information is needed, it is FFS whether the Router Advertisement message can be enhanced to carry the information.

5.
UE starts using IP@2 for all new traffic and may also proactively move existing traffic flow (where possible) from IP@1 to IP@2 by leveraging upper layer mobility mechanisms (e.g. SIP reINVITE, DASH, MPTCP, Host ID, SCTP).
6.
The network releases the UE's old IP address/prefix. At this point the UE stops using the old IP address prefix.
7.
The CP releases the old branch at TUPF1.

8.
The CP releases the branching function. If needed, the branching entity may be removed from the user plane path.
6.6.1.2.5
CN-provided trigger followed by UE-requested PDU Session establishment (SSC mode 2)
This procedure corresponds to the PDN connection model in EPS where a new PDN connection is always requested by the UE. Depicted in Figure 6.6.1.2.5-1 is an example flow illustrating how UE-requested PDU Session is established to support SSC mode 2.
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Figure 6.6.1.2.5-1: CN-provided trigger followed by UE-requested PDU Session

1.
UE has an established PDU Session with TUPF1. The PDU Session user plane path involves the RAN, TUPF1 and possibly some intermediate user plane functions (other than TUPF).
2.
At some point the CP functions decide that a new TUPF is because TUPF1 has become suboptimal due to UE mobility. The CP functions release the existing PDU session, with a message to the UE that a new PDU session should be re-established.
3.
UE sends [NG1] PDU Session Request message to request a new PDU Session.

4.
The CP functions select a new TUPF (TUPF 2) that is geographically closer to the current UE location and configure the user plane path for new PDU Session the RAN, TUPF2, and any intermediate U-plane nodes. In case of PDU Session of IP typea new IP address/prefix (IP@2) is allocated and sent to the UE (e.g. directly using Router Advertisement or via CP functions and NG1 signalling).

5.
UE starts using the new PDU Session for all traffic flows. Where possible, the UE may move traffic flows (where possible) from TUPF1 to TUPF2 by leveraging upper layer mobility mechanisms (e.g. SIP reINVITE).
6.6.1.2.6
CN-prepared PDU Session modification followed by notification to UE (SSC mode 2)
This procedure applies to multi-homed PDU Session using IPv6 as described in clause 6.4.4. In this case the NextGen core can prepare a new PDU Session "leg" and in the end simply notify the UE of the existence of a new IP address/prefix, as depicted in Figure 6.6.1.2.6-1.
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Figure 6.6.1.2.6-1: CN prepared PDU Session followed by notification to UE

1.
UE has an established PDU Session with TUPF1. The PDU Session user plane involves the RAN, TUPF1 and possibly some intermediate user plane functions (other than IP anchors).
2.
At some point the CP functions decides to establish a new branch of PDU Session 1 because the existing branch has become suboptimal due to UE mobility. The CP functions selects a new TUPF (TUPF2) that is geographically closer to the current UE location and configures TUPF2 as a new branch of the session. In the process a new IP address/prefix (IP@2) is allocated. At this point, the UE is not yet involved.

3.
The CP function configures one of the intermediate U-plane nodes as a branching point for the PDU Session. It is possible that the CP may insert a new U-plane node into the path to act as a branching point. The U-plane node acting as a branching point may be collocated with other entities, e.g. with RAN.

4.
The network notifies the UE of the availability of the new IP address/prefix. The UE releases the old IP address/prefix as soon as it configures the use of the new IP address/prefix. This may be performed using an IPv6 Router Advertisement or a control message.

5.
UE starts using IP@2 for all new traffic and may also proactively move existing traffic flow (where possible) from IP@1 to IP@2 by leveraging upper layer mobility mechanisms (e.g. SIP reINVITE).
6.
The CP releases the old branch at TUPF1.

7.
The CP releases the branching function. If needed, the branching entity may be removed from the user plane path.

6.6.1.3
Solution evaluation

Editor's note:
This clause will contain evaluation on the system impacts, e.g. UE, access network and non-access network.

Void.
***** End of Change # 1 *****
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