Error! No text of specified style in document.
2
Error! No text of specified style in document.

SA WG2 Meeting #118
S2-166578
Nov 14 -18, 2016, Reno, NV, USA
(revision of S2-16xxxx)
Source:
Nokia, Alcatel-Lucent Shanghai Bell, Telecom Italia, Deutsche Telekom, AT&T, China Mobile, T-Mobile US, British Telecom, Sprint, TeliaSonera, Oracle
Title:
Interim agreements for control plane interconnection model

Document for:
Approval

Agenda Item:
6.10.7

Work Item / Release:
FS_NextGen / Rel-14

Abstract of the contribution: The contribution proposes updates to the interim agreements for control plane interconnection model.

1
Proposal

In principle, there are 3 use cases proposed for conclusion:

1) Storage of structured data in a repository to enable stateless Network function, resiliency and data sharing upon mobility

2) Storage of structured data in a repository Data sharing across multiple Network functions (e.g. for data exposure)

3) Storage of Opaque data in a repository.
Main rationale for data layer:

· Support for network capability exposure and Data Analytics via DL.

· Unified storage of context information across NFs.
· Improve NF resiliency by sharing UE contexts information. Network function resources do not to be used for inactive UEs, e.g. the Data Layer can store UE contexts for a massive number of IoT devices and Network functions need only to be involved for the active devices

· Support for a single interface to store and retrieve context information. This implies any NF can use the same interface towards the DL and an addition of a new NF does not result in the need for introducing support for new NF.

· Allows “compute” (Network function) to be decoupled from the “storage” (data layer) functionality. Also Network function resources do not to be used for inactive UEs, e.g. the Data Layer can store UE contexts for a massive number of IoT devices and Network functions need only to be involved for the active devices.
· It is proposed to agree the following proposal for TR 23.799
8
Conclusions

Editor's note:
This clause is intended to list conclusions, interim or/and final conclusions, which have been agreed during the course of the work item activities.

8.7
Interim Agreements on Key Issue #7: Network function granularity and interactions between them
Interim agreements for Key issue #7 “Function Granularity and Interconnection of them” are as follows:

1.
Any two NFs interacts with each other directly while avoiding the functional and signalling impact on unrelated NF.
NOTE: 
This does not preclude to pass information via a third NF if two NFs do not interact directly, e.g. if MM received subscription information from SDB then it can pass it to SM if there is an interaction between MM and SM (e.g. during PDU connection establishment procedure).

2.
Procedures (i.e. set of interactions between two NFs) are defined as a service, wherever applicable, (e.g. by following the guidelines defined in Annex E) so that its re-use is possible. This will be evaluated on a case by case basis when specifying procedure.
3.
The NF selection and discovery shall be supported to enable NF selection and discovery; 
NOTE:
 whether it utilizes the NF Repository function or an enhancement of the DNS server to reach this functionality is left for CT WG to determine. 
Editor's note:
It is FFS whether the NF Repository Function returns the logic identities or names/addresses of the Destination NFs.
4.
The architecture shall support a framework to enable decoupling “network function” (transaction processing function/compute) from “logical function that stores context data” (context repository). 
      Note: This agreement does not however mandate a certain topology (e.g. centralized) for such a repository. Therefore it does not preclude the possibility of colocation of network function and its context repository in actual deployments.
5.
The architecture shall allow Network Functions to exchange standardized context information across different types of Network Functions via “logical function that stores context data” (context repository). The exact set of contexts will be evaluated on a case by case basis when specifying contexts and corresponding procedure during normative work.
6.
The architecture shall allow Network Functions to exchange standardized context information across same type of Network Functions in order to support relocation (e.g. AMF relocation) and ease failover scenarios by using “logical function that stores context data” (context repository). The exact set of contexts will be evaluated on a case by case basis when specifying contexts and corresponding procedure during normative work.
7.
The architecture shall allow Network Functions to store opaque data in the logical function that stores context data (context repository). 

Note: This is a standards requirement only in terms of support of interface to repository for storage / retrieval of opaque data. 
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