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Abstract of the contribution: Discuss node’s IP address issues as part of KI #19
1 
Introduction

Key issue 19 focuses on issues resulting from load rebalancing and load migration in virtualized environments. 
So far, “UE signalling overhead” has been identified as an issue. 

However, as UEs may well be out of coverage or in Power Save Mode’s deep sleep state for days, solutions that do not impact the UE are needed. 
Indeed, solutions are needed that allow a data centre to be removed from service (or, handle the inadvertent destruction of a data centre) while the UE is in PSM’s deep sleep state.
2
Definitions

In the context of this paper, the definition of the following term is used (it is copied from someone else’s paper):

-
Stateless network function. A control plane network function which only holds subscriber and session state for a given session while performing transactions for that session. When a new transaction is triggered, the state information is fetched from a state database; once the transaction has been completed, the session state is written to the state database and purged in the network function. 

3
Proposal (shown as changes to TR 23.799)

It is proposed that the following changes are made to TR 23.799 v 1.02
*** Start of changes ***

5.19
Key Issue 19: Architecture impacts when using virtual environments

5.19.1
Description

The NextGen system is expected to support deployments in virtualized environments. This key issue will determine the need for and architecture impacts due to load rebalancing and load migration in the context of:

-
scaling of a network function instance, and

-
dynamic addition or removal of a network function instance.

Editor's note:
An appropriate definition of the various types of scaling will be discussed during the course of the work on this key issue.

NOTE:
Load rebalancing and load migration across network function instances assumes multiple active instances of a network function. Potential issues resulting from load rebalancing and load migration to be addressed may include:

-
UE signalling overhead.

5.19.Y
Issues to be addressed

5.19.Y.Z
Avoid UE interaction from NF Load Balancing, Scaling and Migration
When a Network Function is created, deleted, or moved, either within a data centre or between data centres, the IP address used by a remote entity (e.g. NG RAN node, MMF, SMF, UPF, SDM, ...) to route signaling/data to that NF might (or might not) change.

If the IP address of such a Network Function does change, then it is very important that there is no need for UE interaction. The need to avoid UE interaction is to avoid radio interface signaling load, UE battery consumption and to handle cases where the UE is out of coverage or in Power Save Mode’s/eDRX’s deep sleep state.

*** Start of 2nd changes ***

6.19
Solutions for key issue 19 “Architecture impacts when using virtual environments”

6.19.X
Solution x: Avoiding UE interaction from NF Load Balancing, Scaling and Migration
When allocating UE related identifiers (c.f. the “IP address and TEID” in EPS’s GTP-C protocol) for communication between NGCN/NG RAN Network Functions, an appropriately structured “NF name” should be used instead of (or in addition to) the current IP address of that Network Function.

Changes in the IP address of the remote NF should then be able to be handled without releasing the UE’s PDU session(s) and/or requiring reallocation of the UE’s temporary ID (c.f. EPS’ GUTI).
Note: the current “MME name” in S1-AP (TS 36.413 [xx]) was not designed for this purpose.

*** End of changes ***
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